CHAPTER 1: INTRODUCTION
1.0 Background

Inductively coupled plasma atomic emission spectrometry (ICP-AES) and
ICP-Mass Spectrometry (ICP-MS) have become extremely important tools for trace
element analysis [1, 2, 3, 4, 5]. These techniques are generally superior in
accuracy, precision, detection limits, dynamic range, and relative freedom from
interference than other instrumental analytical methods. The use of automatic
samplers, large computers, and appropriate software facilitates accurate and rapid
analysis. One can analyze a solution for many elements in 1 minute using ICP-
AES and hence large volumes of data can be generated very fast [1, 6].

However, although the analytical virtues offered by the techniques are not
questionable, they both still suffer from interelement effects, albeit to a different
degree. Special attention is drawn to the effects of elements with low ionization
potentials (IP), known as easily ionizable elements (EIEs), on the excitation
conditions and results of determinations. The Introduction of EIEs into the plasma
may cause a change in the excitation temperature and electron number density, as
well as a change in the spatial distribution of atomic and ionic species, and hence
can have an impact on the excitation mechanism of the elements determined [1, 2,
3,7,8,9]. Such EIEs turn up in a variety of samples where these techniques are
employed, including geological samples, biological samples, and environmental
samples [10]. One of the biggest dangers in ICP analysis today therefore, is the
possibility of obtaining inaccurate results without any indication of a problem.

To try and mitigate for some of these complications, a number of useful
remedial procedures have been adopted [11, 12, 13]. One such an approach is

matrix-matching - adding pure substances to standard solutions in an attempt to



make their chemical, physical, and spectroscopic characteristics similar to that of
the analyte sample. Unfortunately this approach is time-consuming and is only
practical for samples whose chemical composition would have been previously
characterised rigorously. Another approach is that of the standard addition method,
whereby aliquots of known concentrations of each analyte element are added to
the sample solution. A calibration plot can then be extrapolated to give the
concentrations of the unknown, after dilution effects have been considered.
However, such an approach is compromised in a truly multi-element analysis by
the need to add many elements at the same time to the sample solution. These
added elements may introduce interference themselves. A method that is fairly
effective is to separate the analyte elements from the matrix. However the method
is rather time consuming and also, is not entirely satisfactory since some analyte
elements may also be lost together with the matrix. Some workers have suggested
varying experimental parameters such as carrier gas flow, radio-frequency power,
and viewing height until minimum effects are observed. However such an
approach is uncertain. Results from fundamental research are needed to improve
analysis accuracy, develop practical diagnostics and intelligent instruments, and
reduce operator skill requirements [14, 15].

Over the years, improvements in sensitivity, precision and lowered
interferences have been achieved as far as the empirical optimization of analytical
performance. Noticeable improvements in these areas cannot be advanced
significantly without a deeper fundamental understanding of the underlying
processes involved in atom formation, excitation and ionization. Several workers
[16-28] suggest that a more attractive approach to the problem of interferences

from easily ionised elements has been to try and understand the fundamental



properties of the ICP, to understand what the relationship of the interferences is to
plasma and sample characteristics, and through a rational plan, to eliminate them.
Such an approach would however require an appreciation of the processes that
occur in the plasma. However, although ICP has been around for about thirty
years, mechanisms of analyte excitation and ionization are still not fully understood
[29, 30]. Such mechanistic understanding is important to explain interference from
the (EIEs). The result is that those matrix interferences that do exist are not easily

explained [31].

1.1 Plasma Diagnostics
1.1.1 Formation of Inductively Coupled Plasma

The ICP is produced by passing initially ionized argon gas through a quartz
torch located inside a Cu coil connected to a radio frequency (RF) generator [32-
38]. The RF generator provides up to 3 kW forward power (in most commercial
units) at a frequency of 27.1 MHz. The high-frequency currents flowing in the Cu
coil generate oscillating magnetic fields whose lines of force are axially oriented
inside the quartz tube and follow elliptical closed paths outside the coil. Electrons
and ions pass through the oscillating electromagnetic field flowing at high
acceleration rates in closed annular paths inside the quartz tube space. The
induced magnetic fields’ direction and strength vary with time resulting in electron
acceleration on each half cycle [39, 40]. Collisions between accelerated electrons
and ions, and ensuing unionised Ar gas cause further ionization. The collisions
cause ohmic heating and, when measured spectroscopically, give thermal

temperatures ranging from 6 000 to 10 000 K [39, 40]
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Fig. 1. Schematic diagram of an ICP Torch.




The quartz torch has three concentric channels. The outer channel conducts
Ar gas at about 15 L min™ to 17 L min™" to the plasma to sustain the plasma, and to
isolate the quartz tube from high temperatures [39, 40]. The innermost channel is
for introduction of sample into the plasma. The middle channel conducts the
auxiliary argon gas at about 1 L min” and is used when starting the plasma only or
for organic samples. The ICP has an annular, or donut, shape when viewed from
above (Fig 1). Power dissipation is confined to the outer zones meaning that the
axial zone in the centre has a relatively lower temperature than the donut body.
The cool centre forms a weak spot so that it is relatively easy to inject a gas stream
(containing sample aerosol) through the centre without disturbing plasma stability.
The sample is therefore heated from the outside by the surrounding plasma, and it
experiences high temperatures for relatively long periods of time, hence giving high

residence times [38, 39, 40].

1.1.2 Plasma zones

There is some confusion when dealing with the spatially resolved inter-
elemental matrix effects regarding the criterion to indicate the exact plasma region
that is being monitored [38, 39]. The plasma central channel can be divided into
three different zones; a pre-heating zone (PHZ); the so-called initial radiation zone
(IRZ), in which the atomic emission begins to be observed; and the normal
analytical zone, (NAZ) which corresponds to the zone at which emission is
produced mainly from ions (about 14 to 19 mm to the tip of the IRZ). In the NAZ
few inter-element effects exist [38, 39].

The IRZ extends upward to one or two mm above the load coil, taking on

the appearance of an amber bullet during the nebulization of many sample types



containing calcium. The IRZ is the plasma region where elemental matrix effect is
strongest and must be avoided in analytical measurements [41, 42]. In many
cases, the variation of the matrix effect with rf power and gas flow rate (Qg) can be
explained by a shift of the IRZ, because an increase in the Q4 and a decrease in rf
power move the IRZ up.

Easily ionized elements lead to shifts in the spatial plasma non-
homogeneous distribution of the analyte emitting species [43, 44]. The axial and
radial observation position in the plasma influence the extent of the EIEs. The
spatial effects can explain some contradictory results found in the literature

concerning the role of the EIEs.

1.1.3 Fundamental Parameters and Plasma characteristics.

1.1.3.1 Debye length

Although a plasma contains both charged and neutral particles (electrons,
ions, atoms and molecules), it remains quasi neutral because around each
charged particle are distributed those of opposite charge. As a result of this
distribution, the Coulomb force of each charged particle is shielded on a scale

called the Debye length Ap given by [45]:

1/2

Ay = [kTe/47znee2] (1)

where k is the Boltzmann constant , T, the electron temperature, n. the electron
number density and e the charge of an electron. The shielding length grows with

electron energy (kT.) but decreases at high electron number density (ns). The



Debye length is significant in the definition of a plasma. A criterion for an ionized
gas to be a plasma is that the gas should be dense enough that Ap is much smaller
than the dimensions of the gas. For an ICP, the values of /p are of the order of 107

—10%cm.

1.1.3.2 Local thermodynamic equilibrium

Local thermodynamic equilibrium (LTE) is a situation where all of the
equilibrating processes in the system are due to collisional processes and all
radiative processes contribute to such a small degree to the total energy of the
system that they can be neglected [46, 47]. In an LTE system, the relative
populations of the energy levels within any ionization stage can be calculated by

the Boltzmann equation [39, 48]:

o8& kT

and the relative ion levels populations of two adjacent ionization stages can be

calculated using the Saha equation [39, 48]:

n, 6.037x10* ,&,Tm.exp{_(l% —-E )}

n_l ne g 1 ‘ kT
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where levels 1 and 2 are levels from some ionization stage (densities in cm'3), and
3 is a level in some higher adjacent stage, g is the statistical weight, T, is the
electron temperature in eV, E is the energy of a level (vs the ground atomic state

value of zero) in eV, and n¢ is the electron density.

The Boltzmann distribution is maintained from the principle of detailed

balance of the collisional excitation rates and decay (superelastic) rates for atom-



electron collisions in the plasma. The equation depends on a Maxwellian
distribution of electron velocities. The Saha equation likewise is maintained from a
detailed balance argument, but between electron-atom collisional ionization rates

and three-body re-combination rates [48].

1.1.3.3 Departures from thermal equilibrium

Only excited atoms or ions produce emission. The mechanisms for
excitation and ionization are of interest because equilibrium-based expressions do
not correctly predict experimentally measured emission intensities. If the ICP were
in local thermodynamic equilibrium, relative emission intensities and the extent of
ionization would be easy to predict. This would have implications on semi
quantitative analysis using ICP-OES [49].

However, it is now generally accepted that the inductively coupled plasma
operated in argon is not in local thermodynamic equilibrium, at least in the region
used for analytical observations between 5 and 30 mm above the rf — coil. The
results of various studies [49-51] can be summarised by the following statements;
(i). the observed concentrations of electrons and hence of argon ions ranging from
10™ cm™ to 10 cm™, while explaining the absence of ionization interference in the
argon ICP, cannot be reconciled with spectroscopically measured excitation
temperatures using two-line or many-line technique; (i) the values found for such
excitation temperatures increase with upper energy of the transitions considered
or, in other words, the relative overpopulation of an energy level increases with its
excitation energy; and (iii) the intensity ratio of an ion line and an atom line of the
same element is again significantly higher than expected from LTE expressions

using excitation temperatures.



These observations may be expressed succinctly as [52]:
Tarion >Te>Tion™ Texe > Ty
where Tgarion is the argon ionization temperature, T, is the electron temperature,
Tion is the analyte ionization temperature, Tqxc is the analyte excitation temperature,

and Ty is the gas or heavy particle temperature.

1.1.3.4 Temperature and electron number density

The emission intensity which is observed when elements are analysed
spectrochemically using Inductively Coupled Plasma (ICP) is a function of both
temperature and electron number density since these parameters determine the
relative populations of analyte atom and ion species, and the excited state
populations of these species [53-60]. During the plasma initiation process, radio
frequency power is initially coupled to the ICP by the acceleration of electrons in
the field induced by the load coil [39, 61]. Because of the difference in mass, ions
pick up rf energy less efficiently than electrons. Therefore electrons initially gain rf
energy in the induction zone and rapidly transfer it to ions and, indirectly, to neutral
atoms. However since the collisional cross-section between electrons and ions is
much larger than between electrons and atoms, ions gain energy from electrons
much faster than atoms [62]. As a result, electrons will be described by a
temperature greater than ion temperature which in turn will be greater than neutral
atom temperature. That is, electron temperatures depart substantially from the
heavy particle (or gas — kinetic) temperature.

From the foregoing discussion, it is not surprising therefore that various
authors have measured electron number density and temperature in the ICP [63-

81]. The values obtained vary considerably, but have in general been between 10"



— 10" electrons per cubic centimetre (cm™). The variation is attributable to the
spatial inhomogeneity of the plasma. Although an electron number density, n can
be determined without any assumptions about local thermal equilibrium (LTE), a
single temperature cannot be determined explicitly because LTE does not exist in
the ICP. Several temperatures have been defined for the ICP, including electron
temperature (Te), ionisation temperature (Tion), gas temperature (T4) and excitation
temperature (Tex) [79, 82]. It would be inappropriate to estimate electron
temperature by assuming its equality with the excitation temperature of a
thermometric species or with the ionisation temperature of the plasma support gas.
Electron temperatures should be measured explicitly.

Methods that have been used to measure electron density in ICP include
the Saha-Eggert ionisation equilibrium method, the line merging at series limit, and
stark broadening of spectral lines [39, 83-85]. The Saha-Eggert method is based
on the measurement of the relative intensities of neutral atom and single ionised
emission lines of the same species and substitution of this ratio into a Saha
equation along with an appropriate temperature. The limitation of this approach is
on which of the temperatures; electron temperature, gas kinetic temperature and
excitation temperature the determination should be based.

The line merging technique is based on the fact that as the principal
quantum number increases, the wings of the Stark-broadened lines start to overlap
each other until finally, before reaching the series limit, the lines merge completely,
giving a continuum. The principal quantum number at which this merging occurs is
found to depend on n.. However the limitation of this technique is that defining the

“Last discernible line” is not precise [39].
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Stark broadening arises from the perturbation of the energy levels of
emitting (or absorbing) species by an electric field caused by the motion of and
concentration of charged particles. Stark broadening of spectral lines emitted by
argon or hydrogen are mainly used. For example, the spatially resolved radial

electron density at a given vertical height above the load coil is given by [39]:

n,(r) =7.9658x10"(A4,,,(r)/a,,,)"” 4)

where 444, (r) = the radial full half width of Hg line,

Aly2 = reduced half width parameter.

There are several limitations in the application of the Stark broadening
method. The method requires the assumption that electron temperature is the
same as excitation or ion temperature, and demands knowledge of accurate stark
parameters. In addition, the lateral emission signals obtained in these
measurements must be Abel-inverted to generate radial maps. Also, the
experimental Stark—broadened line profile must be de-convoluted to correct for
instrumental and Doppler broadening and measurement errors can be associated
with all of these operations. Another limitation is that the experimental procedure is
laborious since measurement of the intensity distribution over the line profile and
determination of the background level of the adjacent continuum is necessary [39].

Techniques involving the use of sophisticated equipment has been applied
by several workers to characterise the fundamental properties of the plasma [86-
90] have described a suite of techniques that can enable mapping of the plasma

features on a spatially resolved basis. The methods involve a combination of
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Thomson scattering, Rayleigh scattering, computed emission tomography, and
laser-induced saturated fluorescence.

Thomson scattering is the scattering of electromagnetic radiation from free
electrons [55-60]. Because electrons are small and because of high temperature
that exists in an ICP, the electrons move at extremely high velocities, on the 10°
m/s. This high velocity imparts to the scattered light a substantial Doppler shift,
large enough that it can be measured with a conventional optical spectrometer.
Because the electrons travel at random directions with respect to both the laser
and the direction of observation, a distribution of Doppler Shifts is recorded an can
be as broad as 5 nm. From this distribution of Doppler shifts can be obtained the
electron energy distribution and, in the case of the ICP where a Maxwellian
distribution exists, an electron temperature, T.. In addition, the integrated
Thomson-scattering spectrum indicates the number of electrons that are present in
the viewing volume, so use of a calibrated spectrometer enables the electron
number density to be determined at the same time [55-60].

Rayleigh scattering arises from the interaction of the incident laser beam
and large particles, the greatest of which in an ICP are neutral argon atoms [57-
60]. Because the atoms are large, their velocities are far lower than those of the
electrons, so the Rayleigh-scattering peak lies at the same wavelength as the
incident laser and therefore can be distinguished readily from the broader
Thomson-scattering profile. The intensity of the Rayleigh-scattering is proportional
to the number density of argon atoms in the viewing volume. In turn, this number
density is inversely proportional to the gas-kinetic temperature, in accordance to
Gas Law. A calibrated spectrometer would therefore enable determination of gas-

kinetic temperatures on a spatially and temporary resolved basis at the same time

12



a Thomson-scattering spectrum is being recorded [68, 79, 85]. Monning et al.
[59, 91] have used computed emission tomography employing a conventional
photographic camera (with a monochromator standing in place of the aperture in
the conventional system) to unravel a full three-dimensional structure of the
plasma. Collection of such images over a large number of angles spanning a range
of 180 degrees has permitted the three-dimensional structure of the plasma
discharge to be displayed, regardless of the lack of plasma symmetry.

Laser-induced saturated fluorescence has been employed to collect time-
resolved spatial maps of ground-state analyte atoms and ions and also of argon
excited states [92-94]. Hieftie et al. [95] have applied the same optical
arrangements as employed in Thomson-scattering, with the frequency-doubled
(532 nm) Nd-YAG laser used in Thomson-scattering being replaced by the beam
from a tunable dye laser pumped by the same Nd-YAG unit.

Using the techniques described in the preceding paragraphs, Hieftje et al
have probed the mechanisms of analyte atoms and ions excitation in the ICP. They
have concluded that collisional processes involving electrons are likely to play a
major role in the excitation processes [95].

Van der Sande et al. [45] reported an approach to determine the internal
plasma parameters (electron temperature, gas kinetic temperature, and electron
number densities) using input parameters (carrier gas flow rate, r.f power, initial
gas temperature and gas density). The equations used are also based on
Thomson-scattering and relate the experimental scattering intensity Ir to the

electron density by [45]:

ne
[Ta(1+a2j (5)
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where the scattering parameter a represents the degree of coherence of scattered

radiation and is given by [45]:

kA 4rxsin(0/2)A,

Where « = 4 zsin (6/2) / 4 is the length of the scattering vector K, 6 the
angle between incident and scattered radiation, 4; the wavelength of incident
radiation and Ap = (soksTe / €°ne)"?, the Debye shielding length, in which & is the

electric constant, kg the Boltzmann constant, and e the elementary charge.

The electron number density is then given by [45]:

R 1 l+a’
<, 1147 (7)

where, Ir is the intensity produced by Rayleigh scattering on Argon of known

density na,, the factor (1 / 147) is the ratio of the cross — sections of Rayleigh
scattering at a wavelength of 4; = 532 nm.

Consideration of Doppler broadening and coherent effects enable
determination of both T, and « from the Thomson-scattering spectrum. The

average heavy — particle temperature is given by [45, 96]:

p
ppc,

<T,>T,+ (8)
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where P is the dissipated power, ¢, ~ 520 j Kg'K™ the heat capacity of Argon, p ~
1.79 Kg m~ the mass density at room temperature, and ¢ the total argon flow at

room temperature. T, is the temperature of the gas before entering the plasma.

For various ICP conditions, the electron temperature is given by [45]:

kT, 1

E,, 46.6+2InA,, —2InT,

(9)

where Ape is the gradient length, E*;, the excitation energy, kg is the Boltzmann

constant and Tj, the heavy particle temperature.

Using these expressions, M.J. van der Sande et al. [45], demonstrated that
the behaviour of the internal plasma parameters can be estimated on the basis of
operational conditions of the plasma and advantages of this method include; (i)
direct and simultaneous measurement of spatially resolved electron temperature or
electron energy distribution and electron number density without the need for
assuming thermal equilibrium or performing Abel inversion; and (ii) Temporal
resolution, depending on laser pulse length; as a result, Q-switched laser can be
used to study temporal behaviour of the plasma. However, it can be noted that the
need to make estimations of power densitye, the gradient length A, and Tj, places
a limit to the applicability of the method as that may be a major source of

deviations in the values obtained.
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1.2 Effect of easily ionized elements on line emission intensity

Easily ionized elements are found among different elements which
constitute the matrix in liquid samples. The EIEs have traditionally been those most
studied in the field of elemental matrix effects in ICP-AES. This is due to several
reasons, among them (i) historical tradition, since the effects of the these elements
have been widely studied in flames [97-103]; (ii) the effect of EIEs in ICPs is less
pronounced than in flames and other types of plasmas such as the dc plasmas
[104] (iii) the effects produced by EIEs are more pronounced than those observed
for non EIEs; (iv) there are many samples containing high concentration of these
elements; and (v) In spite of the huge volume of work reported , there is still no
agreement on the dominant mechanism [105-126]. However, it is not only the low
IP elements that cause a matrix effect. Elements with a higher IP also have been
shown to give rise to similar effects on the analytical signal.

The effect of EIEs on plasma spectrochemical techniques is rather complex
and “studying the literature on these interferences in the ICP is a study of
confusion” [31]. Blades and Horlick [31] initially attributed this confusion to the
inconsistency of the data that had appeared in the literature concerning these
matrix effects, because some workers had found enhancements, depressions or
no effects at all on the analytical signal when EIEs were present. In addition, there
is no satisfactory mechanistic account of how the interferences are produced. As
noted by various authors, [31, 100-102], the sources of EIEs interferences are not
fully characterized.

There have been therefore a number of publications on modeling of the
effects of EIEs, in a field that has become to be known as plasma diagnostics [7-9,

13, 22, 31, 43, 44, 62, 97-102, 126-134]. Plasma diagnostics is concerned with
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studying processes occurring within the plasma. Current plasma diagnostic
methods can be classified into three approaches: (a) active methods, (b) passive

methods and (c) rate models.

1.2.1  Active methods

Active methods involves mapping of plasma features on a spatially and
temporally resolved basis [67-70]. Key parameters in this approach to plasma
diagnostics are the electron number density (ne), electron temperature (Te), the gas
kinetic temperature (Tg), and argon atom number density (na). The methods
employed involve a combination of Thomson scattering, Rayleigh scattering,
computed emission tomography and laser-induced saturated fluorescence [63-81].
Thomson scattering enables measurement of T and ne. The intensity of the
Rayleigh scattering is proportional to na,, which in turn is inversely proportional to
T4. Computed emission tomography enables the display of the full three-
dimensional structure of the plasma torch. Laser-induced saturated fluorescence
employs the same arrangement as used for Thomson scattering, and yields time-
resolved spatial maps of ground state analyte atoms and ions, as well as argon
excited states.

Although considerable success has been achieved in the determination of
the electron number density (ne), electron temperature (Te), the gas kinetic
temperature (Tg) and the argon atom number density (nas), it has been found that
values of T and ne in the ICP depend upon plasma configuration and
measurement procedure. In addition, it is now generally accepted that the ICP is

not in LTE [14].
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1.2.2 Passive methods

The passive approach involves monitoring the behaviour of the plasma
itself. In an outstanding paper, Blades and Horlick [31] carried out a more
systematic study, and plotted the variation of the relative intensity (i.e., the
emission intensity in the presence of interferent with respect to that in the absence
of interferent) for the effects of excess Li, Na, and K on the emission of Ca, Cd and
Cr. They focused on (a) the vertical profiles of the interference effects, (b) radial
profiles, (c) effect of varying the interferent, (d) effect of varying rf power, (e)
nebulizer effects, and (f) ionization equilibria effects. They found that the relative
emission intensity was maximum at 7 mm alc. The matrix effect disappeared for
both lines at 17 mm alc, a “cross over” point being obtained. At plasma observation
heights above this, the relative intensity dropped. According to these workers, the
position of the cross over point did not change as a function of the sodium
concentration. On the basis of these investigations, Blades and Horlick [31]
concluded that (a) for both atom and ion lines, the addition of excess EIE’s
enhances the emission in the lower regions of the ICP discharge, but leads to
depression of the emission signal in the upper regions of the discharge; (b) low in
the discharge emission, enhancement appears to be the result of an increase in
collisional excitation; and (c) higher in the discharge, depression of emission signal
appears to result from ambipolar diffusion. The contribution of shifts in ionization
equilibria was discounted on the grounds that the emission enhancement was not
accompanied by a corresponding increase in ground state populations.

Wu and Hieftje [127] measured, under non-robust conditions (i.e., rf power
0.8 kW; Qq, 1.2 Imin™"), the Na emission signal in the presence of other easily

ionized elements such as lithium, potassium, and caesium, finding that the signal
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increased in the presence of these elements for almost all heights investigated.
The cross over point was located at around 14-15 mm alc, the Na emission signal
about the same for all the solutions tested. In a different publication, Hieftje and co-
workers [43, 44] carried out an exhaustive spatial study on the interferences of
lithium on Cal and Call emission intensities. They plotted bidimensional Ca atomic
and ionic emission maps by using a monochromatic imaging spectrometer and
then applying the Abel inversion procedure to obtain the radial emission images.
The results showed that for Cal emission, the matrix effects were more
pronounced off-axis high in the plasma and both on-axis and off-axis low in the
plasma. For Call the interferences existed on-axis from 5 to around 18 mm alc.
The conclusions drawn concerning the lithium effect on Ca emission intensities
were [43, 44]; (i) off axis regions never showed depression in atomic or ionic
emission; (/i) on-axis positions never showed ionic emission enhancements; and
(iii) the atomic emission was enhanced, depressed or unchanged in on-axis

locations.

1.3 Models used in the passive methods
1.3.1 The radiation-trapping model

The radiation-trapping model proposed by Blades and Hieftje attempted to
explain the overpopulation of high energy levels, notably of argon metastable
levels [41]. Although spectral transitions between the metastable levels and the
ground state are forbidden, there are other argon levels of high energy that do
couple radiatively with the ground state. The authors argue correctly that closely
spaced energy levels equilibrate rapidly through collisions. They then propose that

a high population of radiative levels of argon atoms in the cool zones of the argon
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ICP is maintained by absorption of far UV radiation (100 nm) emitted by hot outer
plasma ring. The ensuing high population is rapidly transferred to the metastable
levels. The argument, however, appears to be much too incomplete to be
considered as a full-fledged excitation model. The authors do not attempt to
estimate the concentration of metastable argon atoms that would result from this
phenomenon. They do provide, however, an apparent lifetime of radiative levels of
10 s, which is five orders of magnitude more than the normal radiative lifetime of
10® s. The latter would apply to plasma in thermal equilibrium, where the principle
of detailed balancing would apply. The contribution of radiation trapping would
therefore lead to an argon metastable concentration of at most 10° atoms cm'3, a
value too low to explain the suprathermal ionization of analyte atoms. It is,
therefore, unlikely that radiation trapping could explain a suprathermal
concentration of argon metastables in the analytical observation zone of the argon
ICP. Mills and Hieftje, in an oncoming publication [106] conceded that radiation
trapping couldn’t be responsible for sustaining the plasma well beyond the coil
region. It was also noted that the model falls short to reconcile the high electron
number density observed for the plasma (10" = 10'® cm™) with the high degree of

analyte ionization [106].

1.3.2 The argon-metastable model

This model seeks to explain the observed high ion/atom intensity ratios in
terms of a high population of metastable argon energy levels [41]. The term level
for a noble gas element consists of singlet and triplet levels. In argon, the ground
state is 'Sy and the next four higher levels are a °P, 1o and a 'P4, all clustered

between 11.5 to 11.8 eV above the ground state [41]. Of these four levels, the *P;
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and P4 levels allow radiative transitions to the ground state, but the transition from
*P, and *Py to the ground state would require spin flip and are not observed. As a
result, their radiative lifetimes are extremely long and the levels are called
metastable. The rest of the higher energy levels all couple radiatively to lower
singlet or triplet levels. However, for the argon ICP at atmospheric pressure, the

dominating processes are collisions with a rate of about 10° s™

, implying that all
the four argon levels at 11.54 to 11.82 eV have similar actual lifetimes and hence
are populated to the same degree. This is in agreement with Blades and Hieftje
[41], who have suggested that there is really nothing mysterious about the
metastable argon levels. A critical analysis by de Galan [114] also revealed that
proposals of a special role of metastable argon atoms are speculative rather than
convincing. The arguments presented by Boumans and de Boer are based on

experimental evidence rather than theoretical explanation and lack a quantitative

basis in terms of reaction rate constants.

1.3.3 The ambipolar diffusion model

Several workers have considered ambipolar diffusion to be important [87,
88, 89, 135]. Light charged particles (electrons) tend to diffuse in the plasma more
efficiently than heavier ones (analyte, matrix). As a result of these movements, a
charge separation between the electrons and the heavy — particle ions can be
observed thus generating an electric field. The potential of this field tends to
increase the diffusion rate from lower to higher electron density zones for heavy
ions and to decrease this rate for the light particles. Neutral atoms are not affected
by this process. The ambipolar diffusion model, proposed by Aeschbach, differs

from the models discussed so far in that the latter makes explicit assumptions
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about the temperature and electron concentration in the argon ICP whereas these
quantities are calculated from incident rf-power transferred by the coil to the
plasma where ambipolar diffusion is considered [31]. The author postulates a two-
temperature model, where the kinetic temperature of atoms and ions is significantly
lower than the temperature of the electrons. Electrons are generated in the hot
plasma ring inside the coil region and migrate into cooler zones inside and above
the plasma ring through axial convection and ambipolar diffusion. These processes

are given by the equations:

I, D. V* ne (ambipolar diffusion) (10)

I -v Ve (convection) (11)

where I"is the number of electron - Arion pairs flowing into a unit volume at the
location (x, y ,z) per second, D, is the ambipolar diffusion coefficient, and v is the

gas velocity.

The model succeeded in the calculation of spatial distribution of electron
concentration and the two temperatures in two actual argon ICPs taken from the
literature when applied by the author. High electron concentrations were shown to
persist up to 30 mm above the rf-coil in the centre of the plasma and this was
explained in terms of the inefficient transfer of energy from “hot” electrons to “cool”
atoms and seconds the slow recombination of argon ions and electrons. However
as the author admits, the ambipolar diffusion model cannot explain the relative
population of various energy levels of one species and the increase of the
excitation temperature with excitation energy, a variation which would complicate

his crude two-temperature model. In this sense, the proposal is not a complete
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excitation model [31]. The model however shows that the high electron
concentrations observed in the argon ICP can arise from simple mechanical

processes starting from a thermal plasma region inside the rf-coil.

1.3.4 The reaction rate model
Finally, one approach that has attracted significant attention is the reaction

rate model which can take a classical or simplified approach.

1.3.4.1 Classical rate model

The classical collisional-radiative rate model approach takes into account all
possible electronic states of the analyte and matrix and the level populations are
derived from the excitation and de-excitation reactions occurring in the plasma. A
number of possible interactions may occur between particles. The following is a list
of the most significant mechanisms that have been proposed for excitation in the

ICP.

1.3.4.1 (a) Collisional excitation and de-excitation by electrons

Collisional excitation is the transition of a bound orbital electron in an atom
(or ion) of analyte species M to a higher bound state by the absorption of kinetic
energy by inelastic collision with a free electron [136]. When the transition is
between levels p and q at energies E, and E, the process is represented by [95]:

M,+e—>M,6+e, whereEp>E, (12)

The corresponding inverse process of de-excitation is represented by [95]:

M,+e—>M, +e, whereEp>E, (13)
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1.3.4.1 (b) Radiative decay
De-excitation of species M, (or M*,) can proceed via spontaneous radiative
decay, with emission of a photon of energy hviine according to [95]:
M,—>M, +hv,, and (14)
MYy >M"y+hv,,. (15)
Spontaneous radiative decay is likely to be the primary depopulating

process when there are large energy differences between bound levels and

relatively low electron densities.

1.3.4.1 (c) Collisional ionization and three-body recombination

The presence of EIEs might also cause an enhancement in the collisional
processes [31, 137]. An increase in the electron number density can also produce
a rise in the number of collisions thus giving support to an enhancement of both
atomic and ionic emission line intensities. A neutral atom or an ion of species M
may become further ionized by impact of a colliding electron whose kinetic energy
is greater than the binding energy of a particular orbital electron; i.e., the threshold
energy for ionization. The process is represented by [95]:

M,+e—>M"+2e (16)

The inverse of this process is three-body recombination, represented by [95]:

M"+2e—>M, +e (17)

The excess energy released in this inelastic process is carried off by the second

free electron.
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1.3.4.1 (d) Radiative recombination
Recombination of a free electron with a positive ion of analyte species M*

may proceed by radiative recombination described by [95, 138, 139]:

M"+e—>M,+hv (18)

1.3.4.1 (e) Charge transfer

The transfer of charge between heavy particles may occur through several
processes. In the ICP, charge transfer between argon and analyte atoms is
represented by [140-146]:

Ar'+M, > Ar+M", (19)

The result of the reaction is an excited state analyte ion. The energy difference
(defect) between the argon ion and the resulting analyte ion should not be too

large for there to be favourable cross sections.

1.3.4.1 (f) Penning ionization and excitation

The role of the argon metastable species, Arm, in ICP excitation has been
investigated and speculated upon by several researchers [118, 119, 122, 147]. The

process is represented by [118, 119]:

Ar,+M —> Ar+M ", +e (20)
The production of a ground state analyte ion or excited analyte ion depends on the
energy involved. Excess energy is carried away by the electron. Thus, the high
electron density observed in the plasma (higher than expected from the measured
excitation temperatures and assuming LTE) might be related to an overpopulation

of argon metastable atoms, which could be related act as an ionization buffer.
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1.3.4.1 (g) Shifts in ionization equilibrium

Owing to an increase in the electron number density in the plasma due to
ionization of argon, the equilibrium would shift toward the neutral atom species
resulting in enhancement of atomic emission and depression in ionic emission. In
this case, the rate of electron-ion recombination increases in the presence of
interfering element [8]. The degree to which this mechanism will influence emission
intensities in the plasma will depend on how much the electron number density is

changed by introduction of the EIE [8].

1.3.4.1 (h) Volatilization effects

Volatilization effects may be relevant in the presence of EIEs [31]. In this
mechanism, the analyte atoms are ‘included’ in a desolvated particle matrix which
may take longer to volatilize than analyte particles alone. This may either be the
result of larger particles, or particles with atomic bonds which are more difficult to
break. The net effect is a delay in the release of the analyte atoms, when
compared to the situation without matrix. This delayed vaporization can result in

the spatial behaviour of analyte emission.

1.3.5 Steady-state rate model

Several authors have applied steady-state kinetic equations using the
classical reaction rate model to describe the excitation processes in the plasma
[50, 95, 100, 101, 102, 126]. Lovett [147] itemized many of the possible single step
reactions possible for analytes in an argon ICP and applied the steady-state
approximation to each of the alkaline earth elements, with a system including

about 100 atomic levels of an alkaline earth element and several for argon, both
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atomic and ionized. He presented a quantitative model of the ICP excitation
utilizing the individual rates for all processes, which excite, de-excite, ionise, or
recombine the analyte atom or ion. The following processes were considered in the

kinetic scheme [147]:

(i). Collisional excitation: Xx+e —> Xq (21)
(ii).  Collisional decay: Xqgte —> Xpte (22)
(iii).  Collisional ionisation: Xp+te —> X+ 2e (23)
(iv). Three body recombination: X.* + 2e° —> X, + € (24)
(v). Radiative recombination: X, +e —> Xp + hv (25)
(vi). Autoionization: Xq* —> X +e (26)
(vii). Radiative decay: Xq* — Xp + hv (27)
(viii). Penning ionisation: Ar"+ X, —> X +Ar+e (28)

In these processes, level p>q.

The following equations were proposed for estimation of various rate

constants a priori for processes occurring in the plasma;

1.3.5 (a) Collisional excitation rate constant [147]:

X, +e > X _+e (29)
Rce = 1.58 x 107 [f,q<Gpy>/y To"?] exp(-1/Te)ne = Kee (q,0)Ne (30)

where, y transition energy (eV)

<Gpg> = thermally averaged Gaunt factor
= oscillator strength

foq

1.3.5 (b) Collisional lonization rate constant [147]:

Xp + e- % Xc+ + 29- (31)
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Rei = 1.24 x 10° ET%2 [ exp (-0/?)][0.915(1 + 0.64)/¢)
+0.42(1 + 0.5/9) Jne = Kci(c,p)ne

where ¢ = Ei/ T,
& = number of ionizable electrons.
1.3.5 (c) Three-body recombination rate constant [147]:
XC+ + 26- % Xp + e-

Rs» = Rcine/6.037 x 10°" go/gp Te™? exp(-3/Te) =
Kab(p,c)ne’

where R¢ is the rate for collisional ionization.

1.3.5 (d) Radiative recombination rate constant [147]:
XC+ + e- % Xp + hV

R:= 52x10"(Z+1)$"%(0.43 +0.5In ¢+ 0.47¢6"°)n,

Kr(p,C)ne

where Z is the charge on the recombined species.

Lovett used his model to assess the effect of the various processes
(described above) on the level of populations of analyte atoms and related the
effects to possible changes in temperature and electron number density. This
approach applied input temperature and electron number density, i.e assuming an
LTE backbone. Therefore the fact that Lovett uses a single temperature for all
reactions and, furthermore, uniform, high values for both temperature (8 200K) and
the electron number density (3.34 x 10'° cm™) makes his approach less applicable
to practical ICP analysis. By assuming that the temperature that controls the
reaction rate constants for the forward and reverse reaction was the same, the
local thermodynamic equilibrium (LTE) condition is implied in the model. The

calculated population densities, assuming Te = 8200 K and n. = 3.34 x 10"° cm?,
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showed very close values to LTE for atomic levels and slight under-population for
ionic levels, which disagreed with experimental results previously reported [148],
i.e. overpopulation of ions. de Galan [114] suggested that these minor deviations
from LTE were due to the relatively high values of T, and n.. However, it is now
widely accepted that the ICP is not in local thermal equilibrium [95]. Accordingly,
experimental values of T, and ne are essential for the collisional-radiative model.
Another limitation of Lovett’s approach is that the reported data do not refer to the
region of interest, the normal analytical observation zone. However, the merit of
the case presented in the paper is that it does demonstrate that under conditions of
high temperature (8 200 K) and high electron number density (3 x 10" cm™) the
induction region is close to thermal equilibrium although such conditions do not
prevail in the normal analytical observation zone.

Goldwaser and Mermet [148] investigated charge transfer processes
between argon and analyte, considering several electronic states and applied the
steady-state approximation. Furthermore, Hasegawa and Haraguchi [117]
incorporated ambipolar diffusion and convection into the rate model and applied it
to magnesium and cadmium analytes. The authors made a brave attempt to
estimate rate constants a priori for the processes they considered to be significant.

Some of the expressions are itemised below:

1.3.5 (e) Electron impact excitation and de-excitation rate constant [117].

Ar(p)+e < Arqg)+e ; kuq, kep (37)

3/2
1 2 T
k, = E)e "M dE
) e

Epq
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where Ar(p) is the argon atom in the level p, and kpq and kq are the rate
coefficients for electron impact excitation from level p to q and de-excitation from q
to p, respectively, me = electronic mass, k the Boltzman constant, E the incident
energy of the electron, E,q the energy difference between states p and q, Qpq (E)

the excitation cross-section from p to q.

1.3.5 (f) lonization and three-body recombination rate constant [117]:

ks
Ar(p)+e” < Art +2e” (39)

ip

3/2
h’ g E,
ki, = kpi[zﬂm T ) 2;_ exp[k; J (40)

where k;; and ki, are rate constants for electron impact ionization and three-body

recombination, respectively.

The authors found out that for atmospheric pressure argon ICP, the
calculated population densities suggested an overpopulation of lower argon states
and the approach to local thermal equilibrium at higher ne [117]. The mechanism
they derived involved collisional excitation. For low lying states, spontaneous
emission is dominant and balanced with collisional excitation from the lower states.
This results in an overpopulation of lower states, especially the ground state. On
the other hand, the upper levels are closer to LTE due to the dominated collisional
excitation and de-excitation from the adjacent states.

However, a limitation to this approach, as noted by the authors, is the
scarcity of theoretical or experimental data for Qpq(E), which are limited to

excitation from the ground state. Further precise measurements of the spatial
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distribution of various parameters would be required in order to evaluate the
mechanism [117].

Steady-state treatment by Hieftje et al. [95], using the classical equations
generated the following kinetic rate expressions for the four major analyte species
(the ground state atom, the excited-state atom, the ground-state ion, and the
excited-state ion):

%zAZ[M*]ijS[M*][e]+k9[M+*][e]+k17[M*][e]
+hy[M1[e T + k(M e =k [M1[A4r7] (44)
— ke, [M[Ar" 1= (ky + ks + k)M ][e]

%

d[M ]_ + - - +* - + -12
=M T IM e 1+ K M 7Tl T+ A LM e 45)

+k14[M+*][ei]2 _AZ[M*]_(kIS +hyg +k17)[M*][ei]

+

S

dl

7 =AM ]+ k[M[e 1+ k,[M[Ar ]+ k(M ]e]

~

+ kg [M e ] = (ky + ky + kg )[M " ][e”] (46)
= (ky, +k12)[M+][e_]2

d[M*]
dt

=k [M1[Ar ]+ k,[M 1”1+ k[M][e 1+ ko [M " 1[e”]

— A M7 = (ky +kyy + k) [M T [e7] (47)
_(k13 + k14)[M+*][e_]2

Clearly, when steady state treatment is applied to equations (44-47), the
complexity of the resulting relationships is formidable. Each of the two resulting
expressions involves eight separate terms with coefficients involving as many as
13 different rate constants. Needless to say, the difficulty in interpreting the
meaning of such complex terms, even when correlation exists, might nullify the
treatment [95]. In addition, correlations which are observed for one metal might not

exist for another. Accordingly it would be necessary to produce a complete set of
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the various spatial profiles for each analyte to be investigated. In light of this
background, some workers have opted to use simplified reaction rate models to

study the effects of EIEs in the ICP.

1.3.6 Simplified reaction rate model

The simplified reaction rate model approach has been used by Zaranyika et
al [100-102, 126] and Hieftje et al, [14, 50, 127, 128] to model the effects of EIEs in
the ICP.

The approach by Hieftje and co-workers exploits the heterogeneous spatial
character of the plasma as a means of distinguishing among apparently viable
mechanisms [14, 50, 52-60, 127, 128]. Under steady-state conditions, each
excitation model predicts proportionality between atomic or ionic emission and
localised concentrations of species involved in the excitation process. As a result,
models can be tested by comparing spatial emission behaviour with experimental
maps of reactant concentration and partners (or products of such maps) which the
model assumes are important. Generally, a specific mechanism of excitation or
ionisation is first proposed and corresponding steady-state kinetic expression
developed. This hypothesis is then tested through the use of the derived steady-
state relationships and appropriate experimentally developed parameters and

spatial maps. Assuming that excited-state species can relax either radiatively [50,

95]:
* Al
M™ > M" + hy, (48)
* Az
M —>M+hv, (49)

or through inelastic collision with an unbound electron [65]:
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k

M™ v SM +e (50)

keq
M +e 5M+e (51)

and also assuming that analyte ionization and excitation can also occur by a

Penning process, which can be represented as [50, 95]:

M+ A" > M7 +Ar+e (52)

where Ar™ designates an Ar atom excited to a metastable state, but can also
denote other excited Ar atoms with sufficient energy to generate an excited-state
analyte ion, according to Rayson and Hieftje [50]. If it is assumed that reaction (51)
could yield with equal probability a ground-state ion, then Egns (50), (51) and (52)

can be combined to from equation the following equation [50, 95]:

AM L/ = KM LAr™) = 41M ]~k [M )6 ] (53)

Under steady-state conditions, Eqn (53) can be further simplified by its division into
two separate cases involving, respectively, the dominance of radiative or collisional
deactivation as energy loss processes. This dominance could be dictated by the

relative magnitudes of A; and the product ks[e] [50]:

(i). Dominance of radiative decay mechanism.
[M 1= (k/A)IM [ Ar"] (54)
(i).  Dominance of collisional deactivation.

_KM[Ar"]

[M™] ke ]

(59)

33



The relative impact of the proposed processes on excitation in the analytical ICP
can then be investigated using experimentally obtained measurements. The
relationships described above predict direct (linear) correlation to exist between the
analyte emission signal and number density of one or more species within the
plasma. Thus, the existence of a predicted correlation might indicate a specific
mechanism to be significant for excitation of the analyte and also, the lack of such
a linear correlation would suggest that the selected mechanism is at most a minor
contributor to excitation. When applied to the above processes, a direct correlation

between analyte ion emission intensity and the product

function (k / A))[M ][ Ar™ ], would suggest that radiative decay is a significant

process, whereas high correlation between analyte ion emission intensity and the

kM ][Ar"] . Lo
product function ﬁwould suggest that collisional deactivation is a
e

dominant mechanism. When the approach is applied to excitation of calcium, the
authors concluded that a high a localised concentration of ground-state Ca atoms
in the central channel of the ICP appeared to swamp any proposed mechanism in
which it would be involved [50]. As a result, both Ca atom and ion excitation
seemed independent of Ca atom concentration. Three-body and radiative
recombination processes appeared to be most significant in Ca excitation, whereas
Ca ion excitation seemed to occur principally by direct electron impact.

More recently Hieftje et al. [128-131] have reported a simplified steady-state
approach utilising a suit of sophisticated experimental equipment. The following

kinetic experiments were considered for dominance, during the determination of

calcium by ICP.

34



(a). lon-electron re-combination to excited state followed predominantly by
radiative decay to ground state [14]:

kl
Ca"+e >Ca* (56)

ky
Ca*—>Ca+hv (57)
(b).  Electron impact excitation followed predominantly by radiative decay to

ground state [14]:

ks
Ca+e —>Ca*+e (58)

ky

Ca*—>Ca+hv (59)

Assuming steady state at any location in the plasma (an assumption apparent from
the fact that emission from any volume element is stable), then the following rate
expressions can be developed for the above processes [14]:

d [Ca*] / dt

ks [Ca*][e’] — ko[Ca*] =0

Therefore [Ca*] (k1/ k2) [Ca™][e] (60)

Therefore this mechanism would predict a direct proportionality between
Ca* (and therefore Ca* atom emission) and the product of the Ca” ion ground state
concentration and the electron concentration in every volume element of the
plasma. In (b), a direct proportionality between Ca atom ground state concentration
and the electron concentration in every volume element of the plasma would be
predicted. This treatment requires that ki, ko, ks and ks be constant, and hence
applies to the isothermal zones in the discharge. For every reasonable mechanism

for both atomic and ionic lines, correlation plots have been developed between the
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parameters indicated by each equation; those with the best linearity then taken as
the most likely candidates for the prevailing mechanism. From these studies,
Hieftje et al have concluded that calcium atoms appear to follow the mechanism in
(a) above, whereas calcium ions appeared to be excited by electron impact, but
deactivated principally through radiative decay. However, the authors have
concluded that a great deal still remains unknown about the analytical ICP and the
events that occur in it. Further work is still needed to establish a clearer
understanding of how sample atomisation, how atoms and ions are formed and
excited, and how inter-element interferences arise, in order to have hope of
overcoming the matrix interferences in a rational way.

Zaranyika et al. [100-102, 126] have used simplified reaction rate models
which focus on only one particular electronic level for the effect of EIEs in the air-
acetylene flame and the ICP. Along with the simplified models, they proposed a
novel method for probing changes in the number density of the analyte excited
state, n,, based on determining the analyte emission (E) signal ratio E'/E, where
the prime denotes presence of interferent, and comparing to theoretical values
derived assuming a simplified rate model based on steady state kinetics in the
plasma. The approach assumes no change in the rate of introduction of analyte
atoms into the excitation source, and no change in the temperature of the torch or
flame, upon the simultaneous introduction of an easily ionized interferent element.
The argument by the authors is that according to the LTE approach, atomic line
absorption and atomic line emission intensities are directly proportional to the
population of the ground and excited states, respectively, i.e., AcNg and ExN;,

where A is the absorption signal intensity and E is the line emission signal
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intensity, and No and N; are the atomic populations of the ground and excited

states, respectively. N;and N are related by the Boltzmann equation [17, 39]:

N, =N, (g_,} exp(— AE/kT) (61)
&,
where g; and go are the statistical weights of the excited and ground states,
respectively, k is the Boltzmann constant, T is the absolute temperature and AE is
the difference in the energies of the two electronic states involved in the transition.
If the rate of introduction of the analyte atoms into the plasma is kept
constant, and we assume no change in the plasma temperature on simultaneous
introduction of interferent metal atoms with the analyte, we may write [100-102]:
' ' g/
N,'=N, [—j exp(— AE/kT) (62)
_ g

where the primes denote the actual populations of analyte excited atoms in the

presence of the interferent. Combining equations 61 and 62, we have

N '
J — NU (63)
N, N,
Hence,
E_4_n 64
E A n (64)

Equation 64 suggests that the effects of collisional processes on the
excitation, ionization and line emission of the analyte atoms resulting from the
presence of interferent atoms may be followed by measuring the absorption or
emission intensities of a given concentration of analyte atoms in the absence and
presence of the interferent, and comparing the E'/E and A’/A ratios plotted versus
analyte concentration. Applying the approach to emission spectrometry, the

following situations may be identified [100-102]:
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(i). No collisional effects, and therefore no change in the populations of the
ground and excited states of analyte atoms: E'/E=1

(ii).  Increase of ground state, e.g. suppression of ionization: E'/E>1

(iii).  Depopulation of ground state, e.g. charge transfer reactions: E'/E<1

(iv). Increase in excited state population: E’’/E>1

(v). Depopulation of excited state: E'/E<1

Therefore by plotting theoretical curves of n,'/n, as a function of analyte

concentration and comparing the curves with the experimental E’/E, the processes
which perturb the excitation mechanism of the analyte species may be deduced.
On applying the simplified reaction rate model to the effects of excess Na on
emission of K during air-acetylene flame emission spectrometry [100], the authors
found out that their results confirmed overpopulation in terms of the Boltzman
equation, of the excited state as a result of collisional excitation. When
observations were made from the primary reaction zone of the flame,
overpopulation of the ground state was also observed. The results were explained
in terms of a steady state kinetic model which takes into account collisional
excitation and collisional charge transfer, in addition to thermal excitation, thermal
ionization and radiative de-excitation processes within the flame.

On applying the simplified approach to the effects of excess Li on Ca in the
ICP, Zaranyika and Chirenje [126], proposed the kinetic scheme shown in figure 2.
The model took into account (a) the relative rates of thermal dissociation of analyte
salt, (b) collisional recombination of counter atom and analyte atoms, (c) charge
transfer between analyte and argon species and (e) ion/electron collisional

recombination.
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Fig.2. Schematic representation of the model proposed by Zaranyika et al. [126].

n denotes number density, the subscripts o, u, +, AX,, X, m,, and m. denote
analyte ground state, analyte excited state, analyte ion, analyte salt, counter atom,
ground state interferent atom and interferent ion, respectively; Ar(*) and Ar(+)
denote argon excited state and ions, respectively; the prime in n,, n.’ and ny’
denotes quantities measured in the presence of the interferent; kp is the rate
constant for thermal dissociation, k, is the rate constant for thermal excitation from
ground state; k() is the rate constant for ion-electron collisional recombination to
the ground state; k) is the rate constant for ion-electron collisional recombination
to the first excited state; kcr and ket are the rate constants for collisional charge
transfer involving Li species; kcr+ and kcr+) are the rate constants for collisional
charge transfer involving argon species; kr is the rate constant for collisional
recombination of analyte and counter atoms.
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Assuming a steady state with respect to the number density of analyte
ground state atoms, ny, and analyte excited state atoms, n,, it can be shown that
the ratio of the number density of analyte atoms in the excited state in the

presence of the interferent, n,’, that in the absence of interferent, n,, is given by:

1

n

u

+ Pokoyn, An, + Bik.qyn,An, )

=14

n, (A= fkpn y, + kerwn,n e + Bokogyn,n, + Bk gn.n,
—(=fnkgngny = (= f)73kcr ool )

[(1 = f )alkCTn+nm(0) — (L= frikgnoAny —(1= £ ker 'nOnn1(+):|
1 (65

where n denotes number density, the subscripts o, u, +, AXs, X, m,, and m. denote
analyte ground state, analyte excited state, analyte ion, analyte salt, counter atom,
ground state interferent atom and interferent ion, respectively; Ar(*) and Ar(+)
denote argon excited state and ions, respectively; the prime in n,, no’ and ny’
denotes quantities measured in the presence of the interferent; kp is the rate
constant for thermal dissociation, k, is the rate constant for thermal excitation from
ground state; k() is the rate constant for ion-electron collisional recombination to
the ground state; k) is the rate constant for ion-electron collisional recombination
to the first excited state; kcr and ket are the rate constants for collisional charge
transfer involving Li species; kcrs and kcr+) are the rate constants for collisional
charge transfer involving argon species; kg is the rate constant for collisional
recombination of analyte and counter atoms; «, £, and y are the fraction of analyte
ions undergoing collisional charge transfer interactions, the fraction of analyte ions
undergoing collisional ion-electron recombination, and the fraction of analyte

ground state atoms undergoing collisional charge transfer interactions,
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respectively, and f;, f, and f,, are the analyte salt fraction atomized, analyte fraction
ionized, and interferent fraction ionized, respectively.

The degree of ionization was calculated using the Saha equation [39]:

21
o _ M.&.TS/Z-GXP{_ (E3 - E, )/Te}

e

" n, g (66)
or
N_.N 3 2U
Log| —= |=—a.® ——log® +20.9366 + lo = 67
g[ Ny J 2 : g( Uoj e

where a = ionization potential
$=5040/T
U = partition function
N = number density
and the subscripts 0, + and e denote the ground state, ion and

electron respectively.

For Ca and Li, the values obtained were in excess of the ground state
number densities implying approximately 100% ionization. As near 100% ionization
implies near 100% atomization, in equation 65, f, =1, f, = 1, and f,, = 1, i.e., the
contribution of thermal dissociation, Ca/C/ collisional recombination, and all the
terms containing nax, n, and nn,), become negligible. The rate constants kcr+ and
ke) were calculated assuming collision theory and Arrhenius equation
respectively, and on this basis, it was shown that kcry<< k). It was also shown

that kco)<<ker) and S,<<p;. Under these conditions, equation 65 reduced to [126]:
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nu' 1+ ﬁlkc(l)n+nm+

2
n, a2kCT(*)n+nAr(*) + ﬂlkc(l)nJrnAr(Jr) + 5 kc(l) (n,)

AS na << Nag), and assuming a, << f, equation 68 further reduced to

n,' M)

Sl B A— (69)
n Mgy TH

The experiment was designed such that n. is constant, and n. was varied.

Since nar+) >> Nme+) >> n., suggesting that the value of n,'/n, should be a constant
approximately equal to unity for all values of n.. This was contrary to experiment as
shown in Fig. 3. The authors attributed this to the fact that only a small fraction of
electrons from the ionization of Ar were involved in collisions with analyte ions,
while the bulk of these electrons were involved with Ar species. However, no
detailed explanation was given by the authors for the suggestion. The authors
showed statistically this to be the case. The results suggested that the contribution
of collisional recombination involving electrons from the ionization of Ar to the
observed interferents effects was negligible under these conditions, and equation

69 reduces to [126]:

n, My
=l+— (70).

Equation 70 gave a curve similar to the experimental curve. Numerical
results above 1 ppm analyte concentration were in good agreement with
experiment, but results below 1 ppm were up to 2 orders of magnitude higher than

experiment. The authors attributed this to three factors; (a) collisional de-excitation
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of excited analyte atoms which had not been taken into account in the formulation
of the model, (b) that only a fraction of electrons from the ionization of interferent
were involved in collisional recombination to give analyte excited state atoms, (c)
collisional ionization of analyte excited state atoms. When these were factored into

eq. 70, eq. 70a was obtained [126]:

(70a)

m (=), [2’}

— =1+
n n o

u +

Where ym+ = fraction of electrons from the ionization of the interferent undergoing

collisions with interferent species, and [126]:

'
i — khv +kCDne +kC1ne
' '
o k, tken, +kyn,

(70b)

Where kcp and ke are the rate constants for collisional de-excitation and collisional
ionization, respectively. Simulation of the experimental curve using eq. 70a after
evaluation of the statistical factor yn+ and evaluation of the rate constants k¢p and
kci using the Grossdover formula for estimating the collisional cross-section for
electronic collisions [126], gave theoretical E’/E curves similar in shape to the
experimental curves and coincided with the experimental curves at high
concentrations, but were up to 2 orders of magnitude higher than the experimental

curves below about 10 ug/mL Ca concentration in the test solution.
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The work by Zaranyika and Chirenje resulted in some important findings [126]:

1. That it is possible to simulate the effects of EIEs on analyte emission in the
ICP.

2. The results of their modelling lead to some important conclusions regarding
the mechanism of interference resulting from the presence of interferent.
These are:

(a). That contributions from charge transfer between analyte and
interferent species, and between analyte and argon species were
negligible.

(b).  That the contribution of thermal excitation was negligible.

(c). Thatthe observed interference effects could be attributed to ion-
electron collisional recombination.

(d). That not all the electrons from the ionization of the interferent EIE
were involved in collisional effects leading to excitation of analyte.

(e). That electrons from the ionization of Ar were not involved in
collisional processes leading to the observed emission signal
enhancement.

(f).  That collisional de-excitation reduced the signal enhancement

considerably.

The major conclusion from the work by Zaranyika and Chirenje relates to
the apparent non-participation of electrons from the ionization of Ar, or the
apparent non-involvement of Ar species, in the collisional excitation of the analyte
during ICP-OES. If this is indeed the case, and cognisance is taken of the fact that

temperature appears both in the numerator and denominator of equation 70a, then

44



we would expect that the interference effects of EIEs on analyte emission will be
similar in the ICP and Flame systems. Thus a comparative study of the effects of
EIEs in ICP and flame systems should provide confirmation or otherwise of the
apparent non-involvement of electrons from the ionization of Ar, or the apparent
non-involvement of any other Ar species in the collisional excitation of the analyte
in ICP systems.

The lack of absolute agreement between experiment and theory as
represented by eq. 70a can be attributed to the difficulties inherent in estimating
the value of the statistical factor ym+, and estimating the values of the rate
constants kcp and ke The Gross Dover equation was designed for estimating the
cross-section for collisional ionization from the ground state by electrons, and may
not be adequate for the estimation of the cross-section for collisional de-excitation,
or collisional ionization from the excited state [149]. Assuming that the conclusion
relating to the non-involvement of electrons from the ionization of Ar is confirmed,
the second aim of the present work will be to investigate the experimental
determination of the collisional de-excitation rate constant, and the use of such
impirical rate constants in simulating interference effects off EIEs during ICP-OES.
The model proposed by Zaranyika and Chirenje did not take into account
collisional excitation. Blades and Horlick, [31, 150] have suggested that collisional
excitation is a significant process in explaining the effects of EIEs on analyte
emission signal. Thus in this work the kinetic model proposed by Zaranyika and
Chirenje will be modified to take into account collisional de-excitation of analyte
excited state as well as collisional excitation of analyte atoms or ions.

The other major conclusion made by Zaranyika and Chirenje was that

charge transfer between analyte and interferent species was negligible. This
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conclusion related to charge transfer between analyte ion and interferent ground

state or vice versa. Charge transfer between analyte ion and activated interferent

atoms was evaluated only for Ar as the interaction species. Gunter et al. [42]

suggested that charge transfer reactions were responsible for the rise in excited

state of calcium species. The third aim of the present work will be to evaluate the

possibility of collisional excitation of analyte via collisional charge transfer between

analyte ions and activated interferent species.

Aims:

To carry out a comparative study of the effects of EIEs on analyte
emission signal enhancement during ICP and flame AES, with a view to
confirm or otherwise, the non-involvement of Ar species in collisional
excitation of analyte during ICP-OES. This will be covered in Chapter 2
of this dissertation.

To investigate the applicability of the charge transfer and ambipolar
diffusion models to account for the emission signal enhancement in
during ICP-OES and flame AES. This will be covered in Chapters 3 and

4 of this dissertation respectively.

Specific objectives

(a)

To obtain emission intensity data for Ca(ll), Mg(ll) and Sr(ll) in the
absence and presence of excess K and Li as interferents during ICP-
OES determination and for K(I) and Mg(l) in the absence and presence

of Na and K in flame AES respectively.

46



(c)

To formulate kinetic equations for the charge transfer and ambipolar
diffusion models for the proposed excitation processes.
To explore the possibility of predicting the experimental calibration curve

using the charge transfer and ambipolar diffusion models.
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CHAPTER 2
EXPERIMENTAL COMPARATIVE STUDY OF THE EFFECTS OF EASILY
IONIZED ELEMENTS ON ANALYTE LINE EMISSION DURING ICP AND
AIR-ACETYLENE FLAME EMISSION SPECTROMETRY
2.1 Composition of the ICP torch and Air-acetylene flame

The rationale for the comparative study of the effects of EIEs in the ICP and
Flame systems was discussed above. However, for a fuller understanding of why,
in the event that the non-involvement of Ar species in the collisional excitation of
analyte in the ICP, we would expect the effects of EIEs to be similar in the ICP and
flame systems, it is necessary to give a brief description of the composition of the
plasma in ICP and flame systems. The ICP torch was described in Section 1.1
above. Reference to Fig. 1 shows that the plasma in the ICP will be composed of
particles derived from Ar and sample solution. The sample solution often consists
of water, an acid used to stabilize the solution (usually HCI), and analyte salt (or
organic complex). For the experiments envisaged in the present study, the sample
solution consisted of water, HCI and analyte chloride salt. The plasma in the

analytical zone of the torch will be composed of the following:

Table 1. Composition of the analytical zone plasma in the ICP

Source Atoms Excited lons Electrons
atoms

Argon Ar Ar Ar* e

Water O,H O, H o, H* e

HCI H, CI H', CI' H*, CI* e

MCI M, CI M, CI M*, CI* e
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In flame atomic spectrometry, the flame is generated using a fuel gas and
an oxidant gas. In air-acetylene flame spectrometry, acetylene is the fuel and air
the oxidant gas to give a flame of about 2573 K in the analytical zone. If the
sample solution is dilute HCI solution, then the particles in the analytical zone of an
air-acetylene flame will be as shown in Table 2. Note that because of the lower
temperature of the flame, plasma will contain molecular species, in addition to

atomic species and free electrons.

Table 2. Flame composition in Air-acetylene flame spectrometry

Source Atoms Excited lons Electrons Molecules
atoms
CoH, C,H C,H C', H e CH, H,
Air O, N, etc O,N O*, N* e 0., N2, NO
Water O, H O, H o*, H* e O,, OH, H,
HCI H, Cl H,CI H*, CIf e Ha, Cly, etc
MCI M, Cl M, CI M*, CI* e My, MO,
MCI, MC,

Collisional excitation involves transfer of energy or electrons to analyte species,

and can only result from:

(a). Electron impact excitation

(b). lon-electron radiative recombination, or

(c). Charge transfer involving analyte ions and activated interferent atoms.
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Oxygen, hydrogen and carbon all have very high ionization energies, hence
they are ionized to small extents in the air-acetylene flame. In addition, because of
their high ionization potentials, they require high energies in order to excite them in
sufficient quantities to impact on analyte excitation via analyte-ion/activated-
interferent-atom charge transfer. Thus if Ar species in the ICP are not involved in
collisional excitation, then the situation in the ICP becomes similar to that in the air

acetylene flame.

2.2 Methodology

The comparative study of the effects of EIEs on analyte line was carried out
by generating line emission intensity data for interferent-spiked and un-spiked
analyte standard solutions using Flame AES and ICP-OES. In order to minimize
changes in the physical properties of the test solution upon introduction of
interferent, the interferent concentration was constant at a very high level (1000
mg/L) relative to that of the analyte (0-30 mg/L), whilst the analyte concentration
was varied. Preliminary experiments were carried out to determine the aspiration
rate and nebulization efficiency for the solutions under analysis. Experimental E’/E

ratios were calculated and plotted Vs analyte concentration for comparison.

2.3 EXPERIMENTAL

2.3.1 ICP equipment

A Spectroflame Modula 90/95 Inductively Coupled Argon Plasma Echelle
Spectrophotometer (supplied by SPECTRO Analytical Instruments, GmbH,
Boschstrabe, Germany) was used. The spectrophotometer was fitted with an

aperture plate of 90 mm by 1.5 nm slits etched at 2 mm intervals, a photomultiplier
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tube (PMT) detector mounted on a movable frame for radial view of the ICP, a
torch with three concentric tubes for outer gas, auxiliary gas and sample transport,
a free running 40.68 MHz R.F generator with a power supply varying from 0.5 to 2
kW, a 5-channel computer controlled peristaltic pump, and an automatic Ar gas
flow rate optimizer. The generator operated at 1.2 kW power.

The argon (99.998 %) was supplied from a pressurised tank (Afrox Ltd,
South Africa). The maximum impurities specified were: O, — 3 ppm; moisture — 3
ppm; N2 — 14 ppm. The outer gas was supplied at 14 Lmin™", nebulizer pressure 40
psi (280 KPa) and auxiliary gas at 1 Lmin™'. Under these conditions the excitation
temperature was ranged between 7000 and 9000 K [151]. The instrument was
optimised using a 100-mg/L solution of Mn. The strong emission of Mn line was
used to establish the optimum zone for analysis. The maximum temperature of

9000 K was used in the calculations for maximum effect of the interferent.

2.3.2 Flame equipment

Flame experiments were run using a Shimadzu AA — 6701 Flame Atomic
Absorption/Emission Spectrometer fitted with a high resolution Czerny-Turner
monochromator, automatic baseline drift correction using electrical double beam
signal processing, and an air-cooled premix type 100 mm single slot burner with a
stainless steel head, Pt-Ir capillary nebulizer with Teflon orifice, glass impact bead
and polypropylene chamber. The spectrometer was coupled to an ASC-6100
Shimadzu Auto Sampler. The air was supplied by an Atlas Copco air compressor
(ETS SESCA, France) at 350 KPa input pressure, while the fuel gas, acetylene,
was supplied from a pressurised tank (Oxyco Zimbabwe, Harare) at 1000 Kpa. The

spectrophotometer was fitted with an automatic fuel gas flow rate optimization for
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each element to be measured. Optimum air-acetylene gas flow rates for K and Mg
were 2.0 and 1.8 L/min. Under these conditions the temperature of the flame was
2573 K (Shimadzu AA - 6701 user manual). Other instrumental settings employed
were as follows: wavelength 766.5 nm and 285.2 nm for K and Mg respectively, slit
width 0.1 nm, burner height 7 mm, burner angle 0° secondary acetylene gas

pressure 90 Kpa, pre-spray time 3s, integration time 5s and response time 1s.

2.3.3 Materials
The following material were used: Calcium chloride, magnesium chloride,
strontium chloride, lithium chloride, potassium chloride and sodium chloride, all AR

grade; De-ionised water of conductivity 0.002 uS.

2.3.4 Procedure

The procedure used was the same as the one used by Zaranyika and co-
workers [100-102, 126]. Two sets of standard solutions containing 0 to 30-mg/L
analyte (Ca, Mg, Sr or K) were prepared from freshly prepared solutions of their
chloride salt solutions. One set was spiked with 1000 mg/L of interferent (Li, K or
Na) also prepared from the chloride salt. The other set was left unspiked. In order
to minimise changes in the physical properties of the test solution upon the
introduction of the interferent, the interferent concentration was kept constant at a
very high level (1000 mg/L) relative to that of the analyte (0 —30 mg/L), whilst the
analyte concentration was varied. Under these conditions any effect due the to
changes in the physical properties of the test solution in going from the interferent-
free solution to the interferent-spiked solution would affect the series of interferent-

spiked solutions to the same extent, and this can be compensated for by taking
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blank readings of a solution containing the interferent salt only. Readings were
made in triplicate and corrected for the blank readings as shown in Tables 3-9.
The ratios E'/E were calculated and plotted as a function of the analyte
concentration in test solution in Figs 3 and 4 for the ICP and flame experiments,

respectively.
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Table 3. E’/E values: Effect of excess Li interferent on Ca Il * (A = 393.6 nm)

[Ca] E E' E'/E
mg/L [Li]= 0 mg/L [Li] = 1000 mg/L (Exp)
0.2 77855316645 208169411484 2.67
0.4 1235614+1237 268902716978 2.18
0.6 1908893+2111 3626017+1882 1.90
0.8 2721784+4162 4079534+2820 1.50
2.0 8306215+7933 8355747+1425 1.01
4.0 1461529115822 146175971579 1.00
8.0 32097324+1829 2970746412815 0.93
10.0 33203770+1859 33214872+4407 1.00
14.0 53349413+1126 4900258612537 0.92
20.0 78537595+1057 6794578515195 0.87
30.0 115421032+1566 9970548843163 0.83

*M | refers to emission from M atomic line, whereas M Il refers to emission from M

ionic line.
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Table 4. E’/E values: Effect of excess K interferent on Sr Il (A = 407.8 nm)

[Sr] E E' E'/E
mg/L [K]= 0 mg/L [K] =1000 mg/L (Exp)
0.1 846+9 1968+25 2.33
0.2 1114412 2425+16 2.18
0.4 2410+26 3262+57 1.35
0.6 3384+35 4380+74 1.29
0.8 5492+64 6683+34 1.22
1.0 10225+201 11958+123 1.17
2.0 13138+319 14427+241 1.10
4.0 18768+213 20070+127 1.07
8.0 24390+412 25786+312 1.06
12.0 31603+129 32896+213 1.04
16.0 47046+712 48556+265 1.03
20.0 84625+345 87443+512 1.03
30.0 117868+617 1223004819 1.04
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Table 5. E’/E values: Effect of excess Li interferent on Sr Il (A = 407.8 nm).

[Sr] E E' E'/E
mg/L [Li]= 0 mg/L [Li] = 1000 mg/L (Exp)
0.1 877+11 1983+13 2.26
0.2 1178+10 217949 1.85
0.4 2182+33 3033+35 1.39
0.6 3590+58 4488+52 1.25
0.8 5651+46 6679+43 1.18
1.0 9976+122 11482+119 1.15
2.0 13388+253 14606+250 1.09
4.0 20044+232 20986+256 1.05
8.0 26421+324 27399+336 1.04
12.0 34207+315 34789+345 1.02
16.0 37960+467 38909+412 1.03
20.0 41483+513 42271+522 1.02
30.0 47523+815 49376+789 1.04
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Table 6. E’/E values: Effect of excess K interferent on Mg Il (A = 279.6 nm).

[Mg] E E' E'/E
mg/L [K]= 0 mg/L [K] =1000 mg/L (Exp)
0.1 757+8 1994+21 2.64
0.2 4412412 7600+23 1.72
0.4 9112+35 12469+46 1.37
0.8 26990+43 30632+35 1.14
1.0 37674+123 41769+121 1.11
2.0 47165+245 50872+243 1.08
4.0 99252+149 104661+132 1.06
8.0 196602+324 2102464320 1.07
12.0 283660+333 296878+217 1.05
16.0 365027+349 383570+267 1.05
20.0 401268+436 426789+456 1.06
30.0 518270+784 532781+728 1.03
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Table 7. E’/E values: Effect of excess Li interferent on Mg Il (A = 279.6 nm)

[Mg] E E' E'/E

mg/L [Li]= 0 mg/L [Li] = 1000 mg/L (Exp)
0.1 1346+23 3273+36 2.43
0.2 7552445 12294+41 1.63
0.4 15808+78 22150462 1.40
0.6 32533+76 40521+77 1.25
0.8 53742+78 61776167 1.15
1.0 73857+130 83303+121 1.13
2.0 91115+245 100318+253 1.10
4.0 176564+197 191024+189 1.08
12.0 779988+1578 82312141778 1.06
16.0 1373761+1623 1445334+1567 1.05
20.0 1695955+1216 1726821+1187 1.02
30.0 2268479+1498 2300465+1589 1.01
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Table 8. E’/E values: Effect of excess Na interferent on K | (A = 766.5 nm)

K] E E' E'/E

mg/L [Na]= 0 mg/L [Na] = 1000 mg/L (Exp)
0.25 1196+43 2954+10 2.47
0.45 3293452 7600+11 2.31
0.65 5195+47 12469+25 2.40
0.85 10793+35 21229+32 1.97
1.05 172574122 30632+199 1.78
2.05 285504235 417694289 1.46
4.05 37303+128 50583+312 1.36
6.05 923754315 104661+401 1.13
8.05 176529+237 210246+452 1.19
10.05 254646+298 287750+369 1.13
14.05 335312+312 361802+617 1.08
20.05 422314+501 4518764567 1.07
30.05 523663+829 561890+710 1.07
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Table 9. E’/E values: Effect of excess K interferent on Mg | (A = 285.2 nm), Flame

Experiment. (n = 5)

Mg]
mg/L

E
[K]= 0 mg/L

El

[K] = 1000 mg/L

E'/E
(Exp)

0.1
0.2
0.4
0.6
0.8
1.0
2.0
4.0
8.0
12.0
16.0
20.0
30.0

0.0004+0.0001
0.0016+0.0002
0.0032+0.0007
0.0043+0.0010
0.0071+0.0009
0.0152+0.0013
0.0297+0.0023
0.0563+0.0078
0.1001+0.0098
0.1797+0.0100
0.2211+0.0078
0.2396+0.0099
0.4285+0.0110

0.0007+0.0006
0.0026+0.0003
0.0048+0.0005
0.0059+0.0009
0.0087+0.0006
0.0182+0.0012
0.0351+0.0016
0.0674+0.0059
0.1175+0.0101
0.1971+0.0099
0.2355+0.0102
0.2569+0.0074
0.4589+0.0123

1.75
1.64
1.48
1.37
1.23
1.20
1.18
1.20
1.17
1.10
1.07
1.07
1.07
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2.3.5 Average Aspiration Rate Determination

In the determination of the average aspiration rate, the following solutions
were used: 30 ppm Mg; 10 ppm Mg in the presence of 1000 ppm Li and deionised
water. For each type of solution, twenty replicates were run. Practically, this was
done by determining the time a given volume of solution, of a given mass is
aspirated. The individual aspiration rates were calculated for the twenty replicates
as per solution composition. The data were treated statistically using the Q-test for
the rejection of values well outside the normal distribution at 90% confidence
interval level. An average aspiration rate for each solution was calculated and the
standard deviations determined.

Based on the individual average aspiration rates for the different solutions,
the overall average aspiration rate was also determined based on the individual

solution type. Table 10 below shows a summary of the determinations;
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Table 10. Experimental determination of aspiration rate, ICP experiments*.

Solution Average Flow Rates Averaged Flow Rate
Investigated at 99% Confidence Level
ppm g min™ g min”

30 Mg 1.00+0.01 1.00+0.01

10 Mg + 1000 Li 1.03+0.02 1.03+0.02

1000 Li 0.98+0.05 0.98+0.05
Deionised water 1.00+0.02 1.00+0.02
Average 1.00+0.04 1.00+0.01

"h = 8 and n =5, where h = number of samples and n = number of replicates.

The average aspiration rate was done for both volume of solution aspirated
and mass of solution aspirated. The liquid must pass on to the atomizer at a
uniform rate. The quantity aspirated per unit time should be, as nearly as possible,
constant for a given solution type. Be it so changes in the properties of the solution
(surface tension, density, viscosity, etc) can affect aspiration rate, hence it is
important to establish the aspiration rate.

Results in Table (10) above indicate that, for the solutions used, the change
in ionic concentration did not cause a significant variation in the aspiration rate.

Aspiration rates for both mass and volume of solution had a negligible difference.

Average aspiration rate:  1.00+0.04 g min™

64



2.3.6 Nebulization Efficiency Determination

The efficiency of nebulization (spraying) controls the fraction of sample
solution converted into tiny droplets (liquid aerosol) which can ultimately reach the
flame. It is governed by such parameters as the viscosity and surface tension of
the sample solution, the flow rate of the nebulizer gas, and the design of the
nebulizer itself.

In the determination of nebulization efficiency, solutions of differing ionic
strengths were used. Solutions containing high solute concentrations have
relatively high viscosities — which cause a decrease in the amount of sample
nebulized and a consequent reduction in the number of free atomic vapour in the
flame/plasma. Nebulization efficiency was determined by finding the mass of
solution aspirated and then collecting the solution released at the drain pipe
(residual solution). The mass or volume of solution nebulized was the difference
between the total mass/volume aspirated and mass/volume of residual solution
collected at the drain. This was done for n = 5. Data collected were subjected to
the Rejection Test at 90% confidence levels.

Table (11) below shows the results of experimental determination of the

nebulization efficiency.
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Table 11. Experimental determination of nebulization efficiency, ICP experiments.

Initial mass of Mass of Mass of solution Nebulization
Solution solution nebulized efficiency
/g9 recovered /g /g9 %
9.8792 9.3068 0.5724 5.79
8.6987 8.2035 0.4952 5.69
10.5676 9.9812 0.5864 5.55
9.2167 8.7213 0.4954 5.38
9.9346 9.3867 0.5479 5.52
9.8989 9.2346 0.6643 6.71
9.8946 9.3269 0.5677 5.74
9.9335 9.3678 0.5657 5.69
"h=12andn =5

Average nebulization efficiency = 5.75+0.41 %.

The aspiration rate and nebulization efficiency for Flame experiments were

obtained in the same way and found to be 4.0+0.1 g/min (h =8 and n = 5) and

5.44+0.20% respectively.
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2.4.0 Results and discussion

Figure 3 shows the experimental E'/E curves for the effect of excess Li on
Ca atom line and excess Li and K on the Ca, Mg and Sr ion lines. Figure 4 shows
the experimental E’'/E curves for the effects of Na on K and K on Mg line mission in
the air-acetylene flame. The curves in both figures show a sharp increase in line
emission signal enhancement with decrease in the concentration of the analyte in
the test solution below about 0.5 mg/L. The similarity between the curves for the
ICP and flame experiments suggests (a) that the effects of EIE’s are due entirely to
the presence of the interferent, i.e., the differences in the temperature and
composition of the ICAP and that of the air-acetylene are not significant as far as
emission signal enhancement is concerned, (b) argon species do not contribute
significantly to the analyte emission signal enhancement in ICP, and (c) the effects
of EIEs in flame AES and ICP AES can be represented by the same kinetic model.

As pointed out above, collisional excitation can result from electronic
collisions (electron impact excitation or ion-electron radiative recombination), or
charge transfer involving analyte ions and activated interferent atoms. The
apparent non-involvement of electrons from the ionization of Ar can be a statistical
effect as proposed by Zaranyika and Chirenje. Other possible reasons are (a)
ambipolar diffusion, (b) dominance of charge transfer involving analyte ions and
activated interferent atoms.

Ambipolar diffusion was discussed in the Introduction Section. In a gas
containing an appreciable quantity of ions and electrons, because of their small
mass, electrons tend to diffuse faster than ions. The resultant charge separation
produces an electric field which retards the diffusion velocity of electrons, and

increases that of ions, until a state of balance is reached in which ions and electrons
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diffuse with the same velocity. In this state, the ion and electron behave as an ion
pair, and the electron is not completely free and therefore not capable of random
motion. In fact equilibrium is to be expected between electron in the ambipolar
diffusion layer and free electrons in the continuum or Maxwellian region. The number
density of electrons in the ambipolar diffusion layer will depend on the ionization
potential of the atom and temperature of the plasma. The net result of ambipolar
diffusion is to reduce the number density of free electrons. Ambipolar diffusion is
common in plasmas [19, 47, 65, 69-72]. The apparent unavailability of electrons from
the ionization of Ar for collisional excitation suggests that ambipolar diffusion reduces
the number density of electrons from the ionization of Ar to below those of the
analyte.

Charge transfer involving analyte ion and interferent activated atoms was
described previously by Zaranyika, Nyakonda and Moses [100] for collisional
charge transfer between K ions and activated Na atoms. Unlike electronic
collisions where the activation energy must at least be equal to the ionization
potential of the analyte plus its excitation energy (for radiative recombination), the
activation energy in activated charge transfer, equal to the difference between
analyte excited state and interferent ground state, is less than analyte ionization

potential when the interferent is an EIE.
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CHAPTER 3

PROPOSED SIMPLIFIED RATE MODEL BASED ON CHARGE
TRANSFER TO ACCOUNT FOR THE NON-INVOLVEMENT OF
ELECTRONS FROM THE IONIZATION OF ARGON IN
INTERFERENCE EFFECTS DURING ICP-OES.

3.1 Theoretical

The mechanism of collisional charge transfer between analyte and interferent
was discussed previously [140-146]. A possible mechanism for the collisional charge
transfer between Li atoms and Ca" ions is shown in Fig. 5. In actual practice, charge

transfer can be envisaged to proceed with activation of the Li atoms prior to collision.

0.0
- AE, -
v

5.390
TP (eV)
N R P
6.111 —— —A— —4—

Li + cat - [Li-Ca]l” - Lif + ca”

Fig. 5. Possible mechanism of collisional charge transfer between the Li atom and
Ca'" ion to give Ca excited state.
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In the ICP, nar+) >> nea+) + Nm+), Which suggests that the ICP plasma is dominated
by electrons from the ionization of Ar. The non-involvement of Ar in the signal
enhancement means that electronic collisions cannot be the major source of the
signal enhancement. Charge transfer between analyte and interferent species may
occur to yield excited atoms or ions. A possible simplified rate model is shown in

Fig. 6 below.

Ny

Ca ke >Ca”

Fig. 6. Schematic diagram of the model incorporating charge transfer process.
# denotes all species derived from analyte (M) other than M?* ions

Assuming a steady state with respect to analyte excited state, we have:

d[Ca’)/dt = 0 = k4[Ca] + ki{Ca'][Ca”] + k,[Li][Ca’] — k[Ca][Li*] — kn[Ca]

Therefore

(Ca']= k,[Cal+k, [:a ;]][{CcEL]ij-]kz[Li][Ca*] 1)
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where the prime denotes presence of interferent. In the absence of interferent

(Ca¥]= kA[Ca]+kk#[Ca+][Ca ] 72)
Dividing eq. 71 by 72
[Ca*] _[,,  k[Li)[Ca’] ki,
[Ca*] | k,[Cal+k,[Ca*][Ca’]| |k, +k_,[Li']
(73)

The rate of collisional charge transfer is derived from collision theory, and is given

by

k,[Lil[Ca* ] = k,[Li][Ca* ].exp(~ AE, / KT) (74)
where the collisional rate constant, kc = nd.%(8kT/nu)"? [152], AE. is the

activation energy, dz is the mean diameter of the colliding species, and p is the

reduced mass.

The rates calculated for the various processes are shown in Tables 12 and 13.
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Table 12. Rates calculated for processes in eq. 72.

Process Rate equation for Cal/Li* Rate of process (s™)
ks[Ca] [Calgu/go.exp(-2.933 eV/KT) 8.4479 x 10%
ko[Lil[Ca"] ko[Li][Ca*].exp(-2.022 eV/KT) 3.6178 x 10™c
ks[Ca*][Ca"] a(1-a) k[Cal? 1.3799 x 10'%?
ko[CaT[Li"] k[Li*][Ca]gu/go.exp(-2.933/KT) 5.1571 x 10™c

KnvNu Kin]Calgu/go.exp(-2.933 eV/KT) 3.1521 x10""c

*Analyte/Interferent; oo = degree of ionization.

Table 13. Rates of limiting steps for processes in eq. 73.

Process Rate of Cal/Li* system Rate/values for limiting
step

ka[Cal] ki[Ca] s 8.4479 x 108

ko[Li][Ca"] nwys” 1.4367 x 10™

kd[Ca"][Ca"] [Ca"] = (1-a)Nica) s 2.7361 x 10%

ko[Ca][Li"] Ny s 1.4367 x 10"

K Nu K 3.7312 x 10°

*Analyte/Interferent; o = degree of ionization.

Taking these rates (in Table 13) into account, eq. 73 can be generalized to

nu' _ n(m) khv
=1+ (75)
n, kg, +(d-an,, |k, + L
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By assuming (n@ykan@) >> 1 and making appropriate substitution, it can be shown

that eq. 75 converts to eq. 76, thus:

nu — 1 + n(m) khv (76)
n, kyng, +(=ang, | k,, +n, .

After substituting the appropriate values from Tables 12 and 13, we arrive at eq. 77

for the effects of 1000 mg/L Li on the Ca atom line:

(ny'/Nu)cai = 1 + 4.4405 x 107'/c
(77)

where c is analyte concentration.

For the Ca ion line, assuming [Ca”] >> [Ca?'], where Ca” represents all species

derived from Ca, other than Ca?* ions gives;

n' n,, k

u_ _ 1 + k (m) k hv (78)
n, Aoy T e wt
where 7, =[Ca*’]
For the effects of 1000 mg/L Li or K on Ca, Mg and Srion lines:
(ny’/Mu)cam = 1 +2.7246 x 107/ (79)
(n/Nu)ugim = 1+ 3.1564 x 10°7'/c (80)
(ny’/ny)sam = 1+ 1.4968 x 107'/c (81)
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where the subscript M denotes interferent element, in this case Li or K.

For systems in the air-acetylene flame, [Ca#] >> [Ca"] because of the low degree of
ionization of the analyte at the low flame temperature. In addition analytes are only
ionized to a very low extent in the air-acetylene. Easily ionized elements enhance

analyte ionization, as well as excitation, through charge transfer as follows:

(i) K'+Mg—> Mg +K

(i) K+Mg" —> Mg +K*

The rate-determining step is (i), hence eq. 78 becomes

n . k
nu =1+ (m™) hv (82)
n, kyng, + e k,, + s

After substituting for k4, kn, n.,n.,n, intoeq. 82, we arrive at egs. 83 and 84 for

the effects of 1000 mg/L Na on the K atom line, and 1000 mg/L K on Mg atom line in

the air-acetylene flame:

(ny’/Nu)ona = 1 +5.793 x 10%/c (83)

(ny/Nu)mgik = 1+ 6.8139 x 107/c (84)

If we assume E'/E = n,//n,, then the calibration curve in the presence of excess
easily ionized element can be predicted from the appropriate n,/n, equation and

line emission readings in the presence of the interferent, according to eq. 85:

E’ = E(n,/ny) (85)
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3.2 Results and Discussion

Fig. 7 shows the n,/n,, experimental and predicted calibration curves for
the Ca atom and ion lines in the presence of 1000 mg/L Li as interferent in the ICP.
It is apparent from Fig. 7 that reasonable agreement between theory and
experiment is obtained. Fig. 8 shows the n,'/n, curves and predicted calibration
curves for the Mg and Sr ion lines in the presence of 1000 mg/L Li as interferent,
while Fig. 9 shows the n,/n, curves and predicted calibration curves for the Mg
and Sr ion lines in the presence of 1000 mg/L K as interferent in the ICP. The
experimental curves are included for comparison. It is apparent from Figs. 8 and 9
that reasonably good agreement between theory and experiment is obtained (R? =
0.99789).The somewhat deviations from straight line obtained for all calibration
curves could be explained by the possibility of contamination of the interferent salts
and experimental errors. For example, a typical AR grade LiCl salt (which contains
about 0.005% Ca) in 1000 mg/L Li solution gives 0.05 mg/L Ca contamination.
However, the general shapes of the theoretical and experimental curves remain
similar in all experiments.

Fig. 10 shows the ny/n, curves and predicted calibration curves for the Mg
atom line in the presence of 1000 mg/L K as interferent and the predicted
calibration curves for the K atom line in the presence of 1000 mg/L Na as
interferent, in the air-acetylene flame. Again the experimental curves are included
for comparison. It is apparent from Fig. 10 that good agreement between theory

and experiment was obtained for the Charge transfer model.
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A. Effect of excess Li on Enhancement Factor for Cal
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Fig. 7: Effect of 1000 mg/L Li on Ca atom and ion line emission intensity.

(A and B: Data extracted from Zaranyika and Chirenje [126]; C and D: Data is
shown in Table 3. Data points were limited to 10 mg/L [Ca] in order to illustrate
more clearly the region where change is occurring).
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A. Effect of excess Li on Enhancement Factor for Mgll

5 —
4 —
ED
—CD 3
R — Experimental
w - —- Theoretical
w o4
1 —_——— =
I I I I 1
2 4 6 8 10
[Mg] mg/L

C. Effect of excess Li on Enhancement Factor for Srll

25—

2.0 1

=]
£
= _
wi 1.5 — Experimental
E ——- Theoretical
104 T me==== =
05— T T T T 1
2 4 6 8 10
[Sr] mg/L

El

B. Effect of excess Li on Calibration curve for Mgll

300x10° —

250 — )
— Experimental

= = Theoretical

200 —

150 —

100 —

50 —

2 4 6 8 10
Mg] (mg/L)

D. Effect of excess Li on Calibration curve for Srll

40x10° —
~Z
30 —
w20
—— Experimental
= = Theoretical
10 -
0- T T T T |
2 4 6 8 10
[Sr] (mg/L)

Fig. 8. Effect of 1000 mg/L Li on Mg and Sr ion line emission intensity and
calibration curves in the ICP. (Data for the plots are shown in Tables 5 and 7. Data
points were limited to 10 mg/L [Ca] in order to illustrate more clearly the region

where change is occurring).
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A. Effect of excess K on Enhancement Factor for Mgll

5 —
4
5 I
.E: 3 _|| _— Experim_ental
c ——- Theoretical
w
TR
1 p— =
[ [ [ [ ]
2 4 6 8 10
[Mg] mg/L

C. Effect of excess K on Enhancement Factor for Srll

254
I
2.0 -
] |
-E:, ‘. — Experimental
S 154 —=- Theoretical
w
w
104 = TTTTTEmmmE=====
0.5 T T T T |
2 4 6 8 10
[Sr] mg/L

B. Effect of excess K on Calibration curve for Mgll

400x10°
300 —
—— Experimental
= = Theoretical
il 200 —
100 —
0- T T T T |
2 4 6 8 10
[Mg](mg/L)
D. Effect of excess K on Calibration curve for Srll
50x10°
40 —
—— Experimental
30 — = = Theoretical
w
20 —
10 —
0= T T T T ]
2 4 6 8 10
[Sr] (mg/L)

Fig. 9. Effect of 1000 mg/L K on Mg and Sr ion line emission intensity and
calibration curves in the ICP. (Data for the plots are shown in Tables 4 and 6. Data
points were limited to 10 mg/L [Ca] in order to illustrate more clearly the region

where change is occurring).
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Fig. 10. Effect of 1000 mg/L Na on K line emission, and 1000 mg/L K on Mgl line
emission in the air-acetylene flame. (Data for the plots are shown in Tables 8 and
9. Data points were limited to 10 mg/L [Ca] in order to illustrate more clearly the

region where change is occurring).
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The possibility of charge transfer processes contributing to excitation
mechanisms in the ICP was discussed by several workers, as described in
preceding sections. Penning ionization involving Ar metastable states has been
suggested as one process whereby analyte atoms might be ionized or excited
[118, 119, 122, 147], the other being charge transfer involving Argon ions [140-
146]. The similarity between the E’/E curves for the flame and ICP experiments
reported in this work would tend to suggest that the effect of charge transfer
processes involving Ar species on analyte excitation is negligible under the
experimental conditions employed for the ICP.

Examination of eq. 82 shows that when nim+) >> kny, €q. it reduces to

nu' khv n(m)
— =1+ (86)
n kyngy +A=ang, | n,.

i.e., the observed emission signal enhancement is an inverse function of the
degree of ionization of the interferent (given by (1-a)). This is in agreement with the
finding by Henselman et al. [52], following a study of the effect of sample matrix on
electron density, electron temperature in the ICP using Thompson and Rayleigh
scattering, that in general the order of n. and Te enhancement is an inverse
function of the ionization potential of the interferent. The degree of ionization is a
very sensitive function of temperature, and may explain in part the spatial variation
of emission signal enhancement due to easily ionized elements that has been
widely reported [55].

Interference effects from easily ionized element matrices in the ICP were

reviewed by Blades and Horlick [31]. These workers concluded that the exact
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nature of the interference with the analyte emission is complex. Examination of the
calibration curves in Figs. 7 to 9 confirms this. For example, although very good
agreement is obtained between experiment and theory for the effect of Li or K on
Mg and Sr ion lines, the calibration curves obtained in each case for Mg and Sr
exhibit differences which point to the existence of analyte specific factors not
readily explainable from this limited work. The same applies to the calibration
curves for the effect of Li on Ca atom and ion lines (Fig. 7).

If in egn 86, we further assume that a ~ 1, then the equation reduces to:

khv

87).
ok,n, (87)
where k,, the thermal excitation rate constant is given by equation 87. It follows

from Eqn. (87) that plotting E’/E vs 1/n, would give a slope of ks, / k, and provides

a method for measuring k, values experimentally.

The major findings in the chapter were that:

(a). the effects of easily ionized elements during flame AES and ICP-OES can
be described using a simplified rate model based on collisional charge
transfer between analyte and interferent species.

(b). itis possible to predict the calibration curve in the presence of easily ionized

elements using a simplified charge transfer model.
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CHAPTER 4

PROPOSED SIMPLIFIED RATE MODEL BASED ON AMBIPOLAR
DIFFUSSION TO ACCOUNT FOR THE NON-INVOLVEMENT OF
ELECTRONS FROM THE IONIZATION OF ARGON IN
INTERFERENCE EFFECTS DURING ICP-OES.

4.1 Theoretical

The aim of this chapter was to investigate the possible modification of the
kinetic model proposed by Zaranyika and Chirenje [126], to take into account
ambipolar diffusion, collisional excitation, and collisional de-excitation of the
analyte. The kinetic modelling was based on the model proposed by Zaranyika and
Chirenje. The new model assumed that equilibrium exists between electrons in the
ambipolar diffusion layer and free electrons in the continuum, and that electrons in
ambipolar diffusion layer exist as ion-pair complexes.

A possible kinetic scheme incorporating thermal excitation, collisional
excitation, ion-electron collisional recombination to excited state and collisional

deactivation is shown in Figure 11.
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n+ Ny Np+

Fig. 11. Schematic representation of the proposed rate model that incorporates
ambipolar diffusion (n denotes number density, and the subscripts o, u, and
+, denote ground state, excited state, and metal ion respectively; k, = rate
constant for thermal excitation from the ground state; k,’ = rate constant for
thermal excitation from the excited state; k,, = rate constant for radiative
relaxation from the excited state; kcrs = rate constant for ion-electron
collisional recombination to the first excited state; kce = rate constant for
collisional excitation).

Assuming a steady state with respect to excited analyte atomic line;

dn,
dt

= kAno +akCEnone +ﬂkCR(1)n+ne _k n _kCDnune _kA'nu = O (88)

' u

where «, and [ denote transition state theory transmission coefficients, n

denotes number density, the subscripts o, u, +, e, mo and m+ denote ground
state, excited state, ionic state, electron, interferent ground state and interferent

ions, respectively; k,, k., keray s and k., denote rate constants for thermal

excitation, collisional excitation, collisional radiative recombination to give the

&3



excited state, and collisional de-excitation, respectively; « and £ denotes the

contribution of electron collisional excitation and collisional radiative recombination
to the observed line emission signal.

Thermal excitation results from inelastic collisions, other than collisional charge
transfer, between the analyte atom or ion with other heavy particles in the plasma.
When the cumulative kinetic energy transferred to the analyte atom or ion is equal
to the energy required to excite an electron to the next atomic energy level, the
energy is converted to internal energy of the atom, resulting in the excitation of the
electron. The statistical distribution of atomic species among the various excited
states reached via thermal excitation is described by the Boltzman Law of bound
states. The Boltzman law, being statistically derived, takes no account of the
detailed processes by which equilibrium is reached; hence the statistical
distribution of atomic species among the various excited states reached via
thermal excitation is a function of temperature only.

In contrast to thermal excitation, collisional excitation and collisional ionization
result from collisions with electrons. An electron can excite or ionize an atom
provided that its energy is sufficient to provide energy difference between the
electronic levels involved. An electron whose kinetic energy is less than the
minimum energy required to excite an atom can only make an elastic collision with
the atom [86, 87]. Thus electronic collisions lead to specific interactions and the
extent of such interactions will depend on the number of electrons undergoing such
collisions, and energy of the electrons. The rates for collisional excitation, de-
excitation and ionization are therefore derived from collision theory. In radiative
recombination, both the kinetic energy and potential energy (of ionization) of the

colliding electron have to be converted to radiation [86, 87]. Excitation via
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collisional charge transfer involves activated interferent atoms. Collisional de-
excitation, i.e., the reverse of excitation by a colliding electron, is a super-elastic
collision, in which the excitation energy is given up to the electron as kinetic energy
[86, 87].

From eqgn 88 three limiting cases can be identified depending on value of «,

and g thus:

Limiting Case I (LCI): « =0, 5 =0

dn

u

dt

=kn,—k,n,—kpnn,—k,'n, =0 (89)

' u

Presence of interferent:

- kAno
"k, kv kg, (90)
Absence of interferent:
— kAno
u '
k, +k,'"+k.p,
Therefore;
'
my_q
" (91)

i.e., interferents have no effect on thermal excitation. This is consistent with
Boltzman Law. Thermal excitation occurs when the random energy of an atom or

an electron in a hot gas is sufficient to excite another atom upon collision. The
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statistical distribution of atomic species among the various excited states reached
via thermal excitation is described by the Boltzman Law of bound states. The
Boltzman law, being statistically derived, takes no account of the detailed
processes by which equilibrium is reached; hence the statistical distribution of
atomic species among the various excited states reached via thermal excitation is
a function of temperature only. Thus unless the interferent interferes with
atomization process or undergoes charge transfer involving analyte excited state, it

will not affect the population of the excited state, and hence the emission intensity.

Limiting Case I (LCI): =1, # =0

dn,
dt

= kAno +kCEnone _khvnu _kCDnune _kA'nu =0 (92)

Assuming k, +kcpn, >> kA',then;

n ’ kAno+kCEnone' khv+kCDne

u

nu - kAno + kCEnone khv + kCDne' (93)
—|1+ kegn,n,, ky, +kepn, o4
kAno + kCEn+ khv + kCDnm+ ( )

where ne = n, and ne’ = N+, provided easily ionized interferents are employed in

large excess such that np,: >> n..
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Limiting Case lll (LCIll): ¢« =0, g =1

dn,
dt

=kyn, + kCR(l)n+ne —kyn, —kcpnn,—ky'n, =0 (95)

Assuming K, +kcpn, >> k'

In the absence of interferent:

_ kyn, + kCR(l)n+ne

u (96)
khv + kCDne
In the presence of interferent:
,kyn, +kegyn,n,’
hv + CDne
Therefore,
' kcgayn.n,' k, +k
nu _ 1+ CR(1)""+ e hy CDne
o ' 98
n, kyn, + kCR(l)n+ne ky, +kepn, (98)
“l1y kCR(l)n+nm+ k,, +kcpn,
(99)

2
kyn, + kCR(l)n+ ki +keph,,
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4.2 Contribution of the individual excitation processes to the observed
signal enhancement.

Equations 98 and 99 are composed of an excitation factor (the first factor)
and the second factor as the de-excitation factor. Further, egs 98 and 99 show that
the de-excitation factor is composed of similar terms both in the numerator and
denominator. Thus any difference in the extent to which one excitation process
contributes to the observed signal enhancement, will depend on the excitation
factor. The excitation factor on the other hand, is composed of two terms. The first
term, 1, defines the situation expected in the absence of interferent, while the
second term gives the expected signal enhancement. This term differs in the rate
constant used in the two cases.

A further factor that can affect the extent to which a given collisional process
contributes to the observed interference effects is the degree of ionization of the
analyte. Thermal excitation and collisional excitation involve ground state analyte
atoms, whereas collisional radiative recombination involves analyte ions. The
relative contribution of thermal excitation and collisional excitation on the one hand,
and collisional radiative recombination on the other, will depend on the degree of

ionization of analyte atoms. Let the degree of ionization be 7, assuming « = 1 and

£=1, then eq. 88 becomes:

“ =(1—17)kAn +(1—77)kc5”ong+kc1e(1)”+”e_k n,—kepnn, —kepnn, —k,'n

' u CTu""u""m+

(100)
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Ambipolar diffusion is the diffusion of charged particles under the influence
of an electric field [87, 88, 89, 135]. Electrons in the plasma tend to diffuse faster
than ions which is related to their smaller mass. The resultant separation of charge
produces an electric field which exerts its force in such a way as to increase the
drift velocity of ion species and retard the drift velocity of electrons. Hence
ambipolar diffusion is expected to reduce the number of electrons available for the
collisional process and for a particle p, a fraction (1-yp)nep) Will be available for
collision, where y,, represents the fraction associated in ambipolar diffusion ion-pair

complex. If we factor in ambipolar diffusion, we have:

dn
dtu - (1 - n)kAno + (1 - n)kCEno (-2, )ne(a) +(1- ZAr)ne(AV)]
+ kCR(l) [(n+(a) TN, -z, )ne(a) +(=x, )ne(Ar) 1-kyn,
—kepn, [(1- 2, )ne(a) +d=-x, )ne(Ar) 1=kern, [”+(a) T,y Ty l-ky'n, =0
(101)
where: n,=(1- }(a)ne(a) +(1- ZAr)ne(Ar)

ne‘: (1 - Za )ne(a) + (1 - ZAr)ne(Ar) + (1 - Zm )ne(m)

N, =N T4
'
=Ny T Ty
and Neg), Near), Nem), N+, N+m) N+nar) denotes electron number density due to
ionization of analyte, argon and interferent; analyte ion number density, interferent

ion number density and argon ion number density respectively.

In the ICP, n ~1, and hence eq 101 reduces to:
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dn

u

= kCR(l)[(n+(a) + n+(Ar))] [A= ), + (1= 2, )ne(Ar)] —ky,n,

dt
- kCDnu [(1 - Za )ne(a) + (1 - ZAr)ne(Ar)] - kCTnu [n+(a) + n+(Ar) + n+(m)] - kA ' nu = O

(102)

It follows from eq. 102 that in the absence of interferent:

. kCR(l) [(n+(a) 14 Az, )ne(a) +(=x, )ne(Ar) ]
! ky, +kepld—2, )ne(a) +(1=x, )ne(Ar) I+ker [(n+(a) 1,4 1+k,

(103)

and in the presence of interferent:

0 kCR(l) [(”+(a) TN, A=z, )ne(a) +(1=x, )ne(Ar) +(1-x, )ne(m)]

! ky, +kep (1=, )”e(a) +(1-x, )ne(Ar) +(-z, )”e(m) +her [(”+(a) Ty Ty 1+k,'

(104)

Therefore, assuming that k, and k,’ values are negligible, dividing eq. 104 by eq.

103 gives:

nu' _ (1 - Za )ne(a) + (1 - zm )ne(m) + (1 - lAr )ne(Ar) X
n (=20 + A= 2 4

u

ky, +kep ((1 — X )ne(a) += x4 )ne(Ar) )+ ker!' (”+(a) + n+(Ar))
ki, +kep ((1 —Xa )ne(a) +(1-z, )ne(m) +(= x4 )”e(Ar) )+ ker' (”+(a) 4T ”+(m))

(105)

The ambipolar diffusion ion-pair complex is stabilized by resonance as follows:

M — [M*e] — M" + e, as well as by electrostatic attraction.

If we assume:

xar =1, xa= 0, and ym = 0, then eq. 105 can be written as:
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1
Poay T Pe(my k, + kCDne(a) +ker (n+(a) + n+(Ar))

: '
noiay ki, +kep (ne(a) + ne(m)) +ker (”+(a) TNyt ”+(m))

(106)

If we further assume that charge transfer involving analyte ions and activated Ar
atoms is negligible because of the high activation energy required (~ 15.7 eV), and

that Nem) (= N+m)) >> Ne(a) (= N+(a)) then eq. 106 can be written as

n n k,, +kopn,

u m+

n n k, +kon,. (107)

u +

Eq. 107 shows that 4 limiting cases can be identified depending on whether

kcpns+ and kcphnp+ are greater or less than kj, thus:

Limiting Case IIA. Low analyte, low interferent:

(kCDn+ << kpy >> kCDnm+)

= (108)

i.e., at very low concentrations of analyte and interferent, the observed signal
enhancement will be directly proportional to interferent concentration, and inversely

proportional to the concentration of the analyte.
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Limiting Case 1IB. High analyte, low interferent:

(kCDn+ >> kpy >> kCDnm+)

'
n, _kephy,

n_:k—hv (109)

i.e., at very high concentrations of analyte and low interferent concentrations, the
observed signal enhancement will be directly proportional to interferent

concentration, but independent of the concentration of the analyte.

Limiting Case IIC. Low analyte, high interferent:

(kCDn+ << Kpy << kCDnm+)

3 +1 (110)

i.e., at very low concentrations of analyte and high interferent concentrations, the
observed signal enhancement will be inversely proportional to analyte

concentration, but independent of interferent concentration.

Limiting Case IIC. High analyte, high interferent:

(kcon+ >> Kny << KcpNm+)

=1 (111)
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i.e., at high concentrations of analyte and high interferent concentrations, no signal
enhancement will be observed.

Figures 3 and 4 show the typical E'/E curve obtained for the effects of
excess Li and K on the line emission of Call, Mgll, and Srll. It is apparent from
these curves that eq. 110 correlates with the portion of the curve below about 1

pug/mL analyte, while eq. 111 correlates with the curve above 1 ug/mL analyte.

4.3 Simulating the Experimental curve: Use of apparent rate constants
Simulation of the E’/E curve can be achieved provided we can identify the

limiting case we are dealing with in terms of concentration of the analyte and

interferent as discussed. However, before we can be able to do so, we must

compute the values for k,, and &, .

4.3.1 Estimation of kp,

The rate constant for radiative relaxation, knyy2-,y1), is given by [100]:
2
— (O-max ) -f/
Kin(ysov) = 1.5 (111)

where omax is the wavenumber for the maximum wavelength, A, of the emission,

and f is the oscillator strength.

The wavenumber associated with 1 eV, sq, is 8066.02 + 0.14 cm™. Assuming f= 1,

for K, AE = 1.6275 eV,
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Lk =1.1489x10°, (112)

vy, —>yy)

It can be shown that the values of ky, for Call, Mgll, and Srll are 4.3098 x 108,
8.531 x 10°® and 4.0095 x 10° respectively (corresponding to the 393.3-nm
line(Call), 279.553 nm line (Mgll), 407.771 nm line (Srll) and 766.5 nm line (KI)

respectively), see Table 14.

4.3.2Theoretical calculations number densities and rate constants

4.3.2.1 Calculation of number densities

The number density of metal species in the plasmas, e.g. for Ca species, is

a product of:

{mass of Ca aspirated by nebulizer (m) X nebulization efficiency (&) X conversion
factor from mass to mole for Ca X Avogadro’s number (Na) X carrier gas
volumetric flow rate (F¢) X expansion factor of carrier gas from room temperature

to the plasma temperature ()}, i.e.:

_¢&N,gc
mF y

Ny

(113)

where y = TJ/Tinit (= 20 for Ca species) in which T; in the initial temperature of the
carrier gas and T, is the absolute temperature. The estimated number density of

Ca at an assumed plasma temperature at 9000 K is given by:
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Lmole x6.02x10% / mole x ! 300K

c(mg) CalL x5%x — X
40g Ca 1L Ar/min 9000 K

Imole x6.02x10% / mole x i - xi
40g Ca 1000cm ™ Ar/min 30

Lmole x6.02x10% / mole x 13 - xL
40 g Ca 1000cm ™ Ar/min 30

=c ug Ca/mLx1mL/min x0.05x

=cx10"° gCa/mL x1mL/min x0.05 x
=2.51x10" c/cm’® Ar

(114)
The values obtained for the species under study are shown in Table 15 and 16 for

the ICP and Flame experiments respectively.

4.3.2.2 Calculation of the degree of ionization

The degree of ionization for Li and K were calculated using the Saha
equation, (given in egns 66 and 67). The values obtained were in excess of ground
state number densities, implying close to 100% ionization. The Literature values in
Table (16) and Table (17) for Mg, Ca and Sr were used.

For the air-acetylene flame experiments, flow number densities were
calculated assuming 4.0+0.1 g/min. aspiration rate, and 5.7+0.2% nebulization

efficiency (see Experimental section), and 2573 K temperature.
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Table 14. Values of AE, k, and k, for Call, Mgll, Srll, and K

M AE (eV) Ju Jo kA I(hv
ICP Experiments
Cal 2.933 3 1 2.28 e-2 3.73 et+8
Call 3.152 4 2 3.43e-2 4.31 e+8
Mgll 4.435 4 2 6.57 e-3 8.53 e+8
Srll 4.009 4 2 3.97 e-2 4.01 e+8
Air-acetylene Experiments
K 1.618 4 2 6.787 e-4 1.13e+8
Mg 1.848 4 2 2.394 e-4 1.48e+8

Table 15. Number densities: ICP experiments

Number densities (atoms/ions cm>s™)

[MI]
Ca 2.52x10"°%
Mg 4.10x10"°c

Sr 1.13x10"%

Ar  2.69x10"
Li  1.44x10™
K 255x10"

(Nean)
(Nm))

(@)

[MII]

2.46 x10"%¢c
3.81x10"%
1.13x10"%
2.92x10"
1.44x10™"

2.55x10"

(Desig) N(a2+)

(N@+) 1.58 x 10%
(Nas)) 2.45x10°%
(N@+) 2.23x10%
(Nar+)
(N(m))
(N(m+))

M = element; Desig = designation
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Table 16. Number densities: Air-acetylene flame experiments

M Flow number densities (atoms/ions cm™>s™)
[MI]cm™®  (Desig) [MII] cm™ (Desig) a B

K 1.78x10"c (nw) 1.96 x 10% (N@n)  0.011

Mg 9.73x10"%c (n@) 4.86 x 10% (@)  0.005  84%

Li  1.00x10"®  (n@m) 2.81x 10" (Nm+)  0.028

Na 3.03x10™  (nm) 2.82x 10" (Nm+)  0.093

K 1.78x10"  (Nm) 1.96 x 10" (Nms)  0.011

M = element; Desig = designation; o = degree of ionization; § = atomization
efficiency [61].

Table 17. Values of M*/M (Experimental at 1 KW rf power) and M?*/M* (Theoretical
at 9000 K) for Mg, Ca and Sr.

Element M*/M (%)* M? /M (%) **
Mg 93.0 0.174

Ca 98.9 6.43

Sr 99.4 19.7

Source: *[120]; **[139]
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4.3.2.3 Empirical values of kep

If, from equation (99d), we further assume experimental conditions such that

kCDm >> k, then, the equation further simplifies to:

'
nu nm+ |:khv + kCDn+ }

kCDnm+

(115)
Therefore a plot of E/E vs kg, / n., will give a slope = 1/kcp. Using E’/E data from
Chapter 2, the various values of k¢p obtained from the plots for the analytes and

interferents under study are shown in Table 18.
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Table 18. kcp values, ICP and Flame Experiments .

ICP Measurements.

Analyte / Intereferent  Intercept 1/Kep Kcp

Mgll / K 1.0239 38.9754 2.566e-2
r’ = 0.9898

Mgll / Li 1.0049 39.7844 2.514e-2
r> = 0.990

Call / Li 0.91274 57.0104 1.754e-2
r’ = 0.9528

Srll / K 1.04561 33.0678 3.024e-1
r’ =0.9132

Srll / Li 1.02122 34.0898 2.933e-2
r’ = 0.9790

Mean Intercept value  1.002

Flame Measurements.

Mgl / K 1.05173 191.742 5.215e-3
r’ =0.716

When the values of kcp in the Table 16 are substituted into eq. 106 the following

equations for n,’/n, are obtained:

For Call /Li

(n_j _,, (43098x10%)(57.0104)
- 10
Call ) Li 246x10" ¢

nu
(116)
=1+9.988x107" /¢
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For Mall/K

(HJ _,, (5831x10")(38.975)
N 10
vtk 3.8134x10"¢

u

(117)
=1+5.960x10"" /¢
For Mgll/Li
n,' 14 (5.831x10°)(39.7844)
M ) g 3.8134x10" /c
(118)
=1+6.083x10"" /c
For Sril/Li
(n_} _ ., (4:0095x10")(34.0899)
- 9
Ry )i 1.1309x10° /¢
(119)
=1+12.09/c
For (Mg/K)Flame
n' _ 1, (L1348x10%)(191.7422)
L 2.5495x10" /¢
(120)

=1+8.535x107/c
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Fig. 12 (a-d) Effect of 1000 mg/L Li/K on Ca, Mg and Sr ion line emission intensity
(ICP exp. (e) Effect of 1000 mg/L K on Mgl line emission. (Data for the plots are

shown in Tables 3, 5, 6 7 and 8. Data points were limited to 10 mg/L [Ca] in order
to illustrate more clearly the region where change is occurring).
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The plots of E’/E in Fig. 12 show that the theoretical curves derived using
equation 106 resemble the experimental curves in shape. However, the theoretical
values generally exceed the experimental values in all cases. Also, the behaviour
of the theoretical curves for Call, Mgll, and Srll (Fig. 12a-d) in the region of interest
(<1 mg/L) are different from the experimental ones with E’/E values dropping more
rapidly with [Ca] than n,'/n, values. However, the model appears to predict quite
well the experimental data for the effect of K on Mgl emission line during flame
experiments (Fig. 12e).

The differences between the theoretical and experimental curves for the ICP
experiments can be explained in terms of the assumptions made in deriving egn
106. The assumptions made is that kcpn+>>kp,. Substitution of appropriate values
for the Mgll/K (as an example) shows that (kcpn. =6.446x10%) vs kpn, =8.531x10°
does not satisfy the assumption in the analyte concentration range covered (0.1-10
mg/L). For the flame experiments, however, it can be shown that kcpn:
(5.072x10"°%) > kp, (1.4821x108), which may explain the agreement between the
theoretical and experimental values for the flame experiments.

Rearrangement of equation (106) yields:

khv

kCD = m showing that for a given transition, kcp increases with

decreasing n., thus the effect would be to decrease E’/E ratios. The equation also
shows that k¢p values are independent of interferent concentration, for the situation

of high interferent/low analyte concentration. An interesting point to note is that

Tables of kcp empirical values can be obtained for specifically designed
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experimental conditions, which can be useful in coming up with modified calibration

curves, thus coming up with another alternative for correcting for the matrix effects.

The major findings in this chapter were that:

(a).

the spatial variation of emission signal enhancement in the presence of an
easily ionizable element depended on the analyte ion number density, n.
and collisional deactivation rate constant, kcp.

based on the assumption; yar = 1, xa = 0, xm ~ 0, the ambipolar diffusion
model successfully predicted the experimental curve of emission
enhancement vs analyte concentration.

it is possible to obtain empirical values of kcp for specifically designed
experimental conditions which can be tabulated and used in matrix effects

correction.
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CHAPTER 5: CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK

5.1 Conclusions

Emission signal intensities were measured for Mgll, Call, Srll, during ICP
determination and for Mgl and Kl during Flame AES in the presence and absence
of interferent elements. The results showed a pronounced emission signal
enhancement due to the presence of the EIEs. The experimental results have
been interpreted in terms of two possible simplified models: a collisional rate model
based on ambipolar diffusion and a model based on charge transfer between
analyte and interferent. A similarity between the curves for flame AES and ICP-
OES suggested that the contribution of charge transfer process involving Ar
species on analyte excitation was negligible under the experimental conditions
employed in the ICP. The ambipolar diffusion model successfully predicted the
experimental curve of emission enhancement vs analyte concentration and
showed that the spatial variation of emission signal enhancement in the presence
of an easily ionizable element depended on the analyte ion number density, n. and
collisional deactivation rate constant, kcp. Trends in which ion emission is
enhanced off-axis and depressed on-axis can be explained in terms of the
ambipolar diffusion model, by considering how the analyte ion number density, n.
varies with spatially. The simplified rate model was used to derive empirical values
of kep and these values were found to vary inversely with analyte ion
concentration, thus suggesting that k¢p is dependent on analyte ion concentration.
The results also show that simplified rate models can be used to obtain empirically

derived kcp values which can be tabulated for various elements and interferents for
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specified experimental conditions and used in plotting calibration curves corrected
for the effect of easily ionizable elements. However although the model shows
reasonably good agreement for the effect of K on Mgl emission, it does not appear
to show such agreement for the ICP studies. The simplified rate model showed
that kcp values were independent of interferent concentration. More work is
needed to establish the relationship between kcp values and interferents, since
different interferents would be expected to cause different emission signal
enhancement effects. The charge transfer model showed that effect of easily
ionized elements during ICP-AES and flame AES can be described using a
simplified rate model based on collisional charge transfer between analyte and
interferent species for analyte concentration range under study. Theoretical
calibration curves derived on the bases of the simplified model showed good
agreement with experimental curves. The model also showed that it possible to
explain the spatial variation of emission signal enhancement by considering how
the degree of ionization varies spatially. Lastly, the model highlighted the
possibility of obtaining values of thermal excitation rate constant, k,, for a given
analyte-interferent combination experimentally. However, we should point out that
the simplified rate model as presented in this thesis, may not tell the full story as
far as mechanisms of excitation in flame AES or ICP-OES are concerned, but the
fact that it leads to close simulation of the analytical calibration curve obtained in

the presence of easily ionized interferents is of significance.
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5.2 Recommendations for future work

The work presented in this thesis is quite limited in a number of ways. The
simplified rate models derived focused on only one particular energy level, namely
the upper energy level of Ca Il, Mg Il, and Sr Il for ICP and K | (for flame) emission
lines that were measured. It would be desirable, that further work be carried out
involving as many transitions as possible. It would be interesting also to investigate
variation of E’/E ratios with height above load coil, and to carry out spatial
mapping. The model should be tested on more matrix/analyte combinations, to
check the assumptions on a more general basis. Future simplified rate modeling
would also benefit from kinetic simulation software to optimize the estimated

parameters and to simulate the experimental curves.
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