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Abstract

In this thesis, we deal with bounds on distance measures, namely, degree distance,

radius, diameter and the leaf number, in terms of other graph parameters, such

as order and the three classical connectivity measures, minimum degree, vertex-

connectivity and edge-connectivity.

The thesis has six chapters. In Chapter 1, apart from defining the most important

terms used throughout the thesis, we give a motivation for our research and provide

background for relevant results. The practical importance of the distance measures

to be studied in the thesis is also given in this chapter.

Chapter 2 focuses on degree distance and minimum degree. Here, we give an

asymptotically sharp upper bound on the degree distance in terms of order, minimum

degree and diameter. As a corollary, we obtain the bound D′(G) ≤ n4

9(δ + 1)
+O(n3)

on the degree distance D′(G) of a graph G of order n and minimum degree δ.

This result apart from improving on a result of Dankelmann, Gutman, Mukwembi

and Swart [10] for graphs of given order and minimum degree, completely settles a

conjecture of Tomescu [57].

In Chapter 3, we deal with degree distance and vertex-connectivity. We give an

asymptotically sharp upper bound on the degree distance in terms of order, vertex-

connectivity, and diameter. As a corollary, we obtain the bound,

D′(G) ≤ n4

27κ
+O(n3) on the degree distance in terms of order and vertex-connectivity.

We give examples to show that this bound of a graph G, for fixed vertex-connectivity,

vi



is asymptotically sharp.

Chapter 4 completes our study of degree distance, in relation to the three classical

connectivity measures, by looking at degree distance and edge-connectivity. In this

chapter, we give asymptotically tight upper bounds on degree distance in terms of

order and edge-connectivity.

Chapter 5 is a chapter in which we use techniques introduced in Chapter 3

to solve new problems on the size of a graph. Here, we give an asymptotically

sharp upper bound on size of a graph G, in terms of order, diameter and vertex-

connectivity. The result is a strengthening of an old classical theorem of Ore [49]

if vertex-connectivity is prescribed and constant. Using the same techniques, we

obtained an asymptotically tight upper bound on the size of a graph in terms of

order, radius and vertex-connectivity. The result is an improvement of Vizing’s

theorem [60] if vertex-connectivity is prescribed.

Finally, in Chapter 6, we discuss, radius, diameter and the leaf number. We give

tight upper bounds on the maximum radius and diameter of a graph G in terms of

minimum degree and the leaf number. We also give a tight lower bound on the radius

in terms of order, and the leaf number. Equivalently, our result provides a lower

bound on the leaf number of a graph in terms of minimum degree and diameter.

Moreover, we prove a lower bound on the leaf number which essentially solves a

conjecture of Linial reported in [17].

vii



Contents

0.1 Index for notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1 Introduction and Preliminaries 3

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Graph Theory Terminology . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Distance Concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4.1 Motivation and Background . . . . . . . . . . . . . . . . . . . 6

1.4.2 The degree distance . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Degree distance and minimum degree 14

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3 Degree distance and vertex-connectivity 33

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4 Degree distance and edge-connectivity 51

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

viii



5 Radius, diameter, size and vertex-connectivity 77

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

6 Radius, diameter and the leaf number 82

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Bibliography 92

1



0.1 Index for notation

G = (V,E) graph G with vertex set V and edge set E.

degGv degree of a vertex v ∈ V .

dG(u, v) distance between u, v ∈ V in G.

rad(G) radius of G.

diam(G) diameter of G.

diam(S) maxx,y∈S dG(x, y), that is, diameter of S ⊂ V in G.

µ(G) average distance of G

ecG(v) eccentricity of vertex v ∈ V .

(N [v]) N(v) (closed) neighbourhood of vertex v ∈ V .

NS(v) set of neighbours of v in S or N(v) ∩ S, S ⊂ V .

Ni(v) i-th distance layer of v.

ki(v) cardinality of the i-th distance layer of v.

N≤i(v) i-th neighbourhood of v, namely ∪0≤j≤iNj.

N≥i(v) ∪i≤j≤exG(v)Nj(v).

(N [S]) N(S) (closed) neighbourhood of subset S ⊆ V .

N≤i(S) i-th neighbourhood of S ⊂ V , namely ∪v∈SN≤i(v).

E(V1, V2) {xy ∈ E(G) | x ∈ V1, y ∈ V2}, V1, V2 ⊂ V .

S1\S2 {x ∈ S1 | x /∈ S2}.
λ(G) edge-connectivity of G.

κ(G) vertex-connectivity of G.

|S| cardinality of a set S.

G[S] subgraph induced by S in G, S ⊆ V .

G1 ∪G2 union of graphs G1 and G2.

G1 +G2 + · · ·+Gk sequential join of graphs G1, G2, · · · , Gk.

V1
⊎
V2 disjoint union of sets V1 and V2.

N set of natural numbers.

N0 N ∪ {0}.
Z set of integers.
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Chapter 1

Introduction and Preliminaries

1.1 Introduction

The purpose of this chapter is to define the most important terms that will be used in

this thesis and to present motivation for our study as well as provide relevant back-

ground. Terms not defined in this chapter will be defined in subsequent chapters,

as the need arises.

1.2 Graph Theory Terminology

A graph G = (V,E) consists of a finite nonempty set V of elements called vertices

and a (possibly empty) set E of 2-element subsets of V called edges. The number of

elements in V is called the order and the number of elements in E is called the size

of G. If G has only one vertex, then we say G is trivial; otherwise, G is nontrivial.

Let e = {u, v} ∈ E(G). Then we say u and v are adjacent, while e is incident with

u and v. We also say that e joins u and v. Instead of writing e = {u, v}, we often

write e = uv.

The degree deg v of a vertex v of G is the number of edges incident with v. A

vertex of degree 1 is called an end-vertex. The minimum degree δ(G) = δ of G is
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the minimum of the degrees of the vertices in G. The open neighbourhood NG(v)

of a vertex v ∈ V is the set of all vertices adjacent to v in G; while the closed

neighbourhood NG[v] is the union of {v} and its neighbourhood.

A walk W in a graph G is an alternating sequence

W : v0, e1, v1, e2, v2, · · · , vr−1, er, vr

of vertices and edges such that ei = vi−1vi for i = 1, 2, . . . , r. Since the vertices that

appear in a walk determine the edges in the walk, we can omit the edges in the

description of a walk, and denote the walk W by v0v1v2 · · · vr. We call r the length

of W and say that W begins at v0 and ends at vr. If all the vertices of the walk are

different, then the walk is called a path. A path v0v1v2 · · · vr that begins at vertex v0

and ends at vertex vr is called a v0 − vr path. Let Q1 and Q2 be two v0 − vr paths.

Then Q1 and Q2 are edge-disjoint if Q1 and Q2 have no edges in common, whereas

Q1 and Q2 are internally disjoint if V (Q1) ∩ V (Q2) = {v0, vr}. A closed walk in

G is a walk of the form v0v1v2 · · · vr where v0 = vr. If all the vertices except v0 of

a closed walk v0v1v2 · · · vr are different and r ≥ 3, then the closed walk is called a

cycle of length r or simply an r-cycle. We say G is connected if every pair of vertices

is connected by a path. A tree is a connected graph with no cycles.

The edge-connectivity λ(G) = λ of G is the minimum number of edges whose

deletion from G results in a disconnected or trivial graph. We say G is k-edge-

connected if G is connected and λ ≥ k.

The vertex-connectivity κ(G) = κ of G is the minimum number of vertices whose

deletion from G results in a disconnected or trivial graph. We say G is k-vertex-

connected or simply k-connected if G is connected and κ ≥ k.

The lollipop Ln,d, also known as the kite, is obtained from a complete graph Kn−d

and a path Pd, by joining one of the end vertices of Pd to all the vertices of Kn−d.
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Let G1 and G2 be two vertex disjoint graphs. The union G1 ∪G2 of G1 and G2

is the graph with vertex set V (G1) ∪ V (G2) and edge set E(G1) ∪E(G2). The join

G1 + G2 of G1 and G2 is the graph with vertex set V (G1) ∪ V (G2) and edge set

E(G1) ∪ E(G2) ∪ {uv | u ∈ V (G1), v ∈ V (G2)}. For k ≥ 3 vertex disjoint graphs

G1, G2, · · · , Gk, the sequential join G1 +G2 + · · ·+Gk is the graph

(G1 +G2) ∪ (G2 +G3) ∪ · · · ∪ (Gk−1 +Gk).

1.3 Distance Concepts

All graphs considered here and in the sequel are connected and nontrivial, unless

otherwise specified. Let G be a graph of order n with vertex set V . The distance

dG(u, v) = d(u, v) between two vertices u, v of G is the length of a shortest u − v

path in G. The diameter diam(G) of G is defined as the maximum value of dG(x, y)

taken over all vertices x, y of G. The eccentricity exG(u) of a vertex u of G is defined

as the maximum distance between u and any other vertex in G. The radius rad(G)

of G is the minimum value of exG(u) taken over all vertices u of G. Every vertex of

G of minimum eccentricity is a centre vertex of G. We say that G is a self-centred

graph if every vertex of G is a centre vertex.

The average distance µ(G) of G is defined as the average of the distances between

all unordered pairs of vertices, that is,

µ(G) =

(
n

2

)−1 ∑
{u,v}⊂V

dG(u, v).

The i-th distance layer Ni(v) of a vertex v ∈ V (G) is the set of vertices at

distance i from v, that is,

Ni(v) = {x ∈ V (G) | dG(x, v) = i}.
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We sometimes simply write Ni if v is understood. We denote the cardinality of Ni

by ki.

The Wiener index W (G) of a graph G is defined as the sum of distances between

all unordered pairs of vertices; that is

W (G) =
1

2

∑
u,v∈V (G)

dG(u, v).

The degree distance D′(G) of G is defined as

∑
{u,v}⊆V

(deg u+ deg v)d(u, v),

where deg w is the degree of vertex w and d(u, v) denotes the distance between u

and v in G.

A subgraph H of G is said to be distance preserving from v in G if dH(v, u) =

dG(v, u) for all u ∈ V (H) and H is isometric in G if dH(x, y) = dG(x, y) for all

x, y ∈ V (H). For a positive integer k, a k-packing is a subset A ⊂ V (G) with

dG(a, b) > k for all a, b ∈ A.

1.4 Literature Review

1.4.1 Motivation and Background

The purpose of this subsection is to give some motivation for our study and to

provide background for relevant results.

1.4.2 The degree distance

The degree distance, a Schultz-type molecular topological index and a variant of the

well-known and much studied Wiener index, seems to have been considered first by

Dobrynin and Kochetova [19] in 1994 and practically at the same time by Gutman
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[31], who introduced it as a kind of a vertex-valency-weighted sum of the distances

between all pairs of vertices in a graph. Gutman revealed that in the case of acyclic

structures, the index is closely related to the Wiener index and reflects precisely the

same structural features of a molecular graph as the Wiener index does.

However, somewhat before 1994, the degree distance was encountered in connec-

tion with certain chemical applications [41, 53]. After 1994, the degree distance was

investigated by several authors, for instance, I. Tomescu [57], A. I. Tomescu [58], O.

Bucicovschi and S. M. Cioabă [3], P. Dankelmann, I. Gutman, S. Mukwembi and

H.C. Swart [10], and A. Ilić, D. Stevanović, L. Feng, G. Yu and P. Dankelmann

[36]. Sharp upper and lower bounds on the degree distance for trees of given order

were completely determined (see, for example a recent survey, [12]). For general

graphs, Dobrynin and Kochetova [19] conjectured that the largest degree distance

of all connected graphs of order n equals n4

32
+O(n3). This was refuted by Tomescu

[57], who showed that graphs consisting of two cliques of order approximately n/3

joined by a path on approximately n/3 vertices, have degree distance n4

27
+ O(n3).

He then made the following attractive conjecture.

Conjecture 1.1 [57] Let G be a connected graph of order n. Then

D′(G) ≤ n4

27
+O(n3).

Nine years after the announcement of this conjecture, Bucicovschi and Cioabǎ [3]

commented that Tomescu’s conjecture “seems difficult at present time.” In the

following year, Dankelmann, Gutman, Mukwembi and Swart [10] considered this

problem and though they came close to proving the conjecture, their proof was

inadequate to meet the O(n3) error term. They proved the following bound.
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Theorem 1.2 [10] If G is a connected graph of order n, then

D′(G) ≤ n4

27
+O(n

7
2 ).

Recently the method developed in [10] was improved in [43] leading to a complete

solution of Tomescu’s conjecture.

Since the degree distance can be considered as a weighted version of the Wiener

index, comparisons between the two indices are inevitable. For trees of given or-

der, these two parameters actually determine each other: Klein, Mihalić, Plavšić,

Trinajstić [37] and also Gutman [31] showed that, for every tree T of order n,

D′(T ) = 4W (T ) − n(n − 1), where W (G) =
∑
{u,v}⊆V d(u, v) is the Wiener index

of G. Since its introduction in the late 1940’s by the Chemist Harold Wiener in

an attempt to analyze the chemical properties of paraffins (alkanes) [61], the math-

ematical properties of the Wiener index were studied by several authors. One of

the oldest results on upper bounds of this quantity is that amongst all connected

graphs of given order, the path has the maximum Wiener index. For graphs of

given minimum degree, this result was improved independently by several authors,

for instance, Kouider and Winkler [39], Dankelmann and Entringer [9], who proved

the following bound.

Theorem 1.3 [9, 39] Let G be a graph of order n and minimum degree δ. Then

W (G) ≤ n3

2(δ + 1)
+O(n2),

and this bound is best possible.

In light of Theorem 1.3 and the fact that the degree distance can be considered

as a weighted version of the Wiener index, it is natural to ask for a best upper bound

on the degree distance of a connected graph of given order and minimum degree. In
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this thesis, we obtain an asymptotically sharp upper bound on the degree distance

of a graph of given order and minimum degree. Our result, apart from being a

strengthening of Theorem 1.2, and a theorem in [43], confirms and improves on

Tomescu’s conjecture, Conjecture 1.1, if minimum degree is prescribed. Our method

is an improvement of the method initiated in [10].

We also give an asymptotically sharp upper bound on the degree distance in

terms of order, vertex-connectivity, and diameter, and asymptotically sharp upper

bounds on the degree distance and edge-connectivity.

The Diameter, Radius, Size and Leaf number

The diameter and radius, apart from being interesting graph theoretical parameters,

play an important role in analysing communication networks (see for example, [4]).

In such networks, the time delay or signal disgradation for sending a message from

one point to another is often proportional to the distance between the two points.

The diameter can be used to indicate the worst case performance.

The radius is an important measure of centrality. The central vertices in a

network are of particular interest because they can play the role of organizational

hubs. In networks, decision problems involving the optimal selection of one or more

sites to locate facilities centrally arise. The primary concern may be to choose a

location such that the travel time/distance from the central facility to a location

farthest away is as small as possible. The radius is a good measure that indicates

the travel time from a central facility to a location farthest away, if the best location

for the central facility is chosen.

Connectivity, on the other hand, is a key measure of network reliability; it is a

criterion for gauging the ability of a network to withstand failure of components [2].
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Several bounds on the size of a graph in terms of other graph parameters, for

example, order and radius [15, 55, 60], order and degree set [59], and order and

domination number [8] have been investigated. An upper bound on the size of a

graph in terms of order and diameter was determined by Ore [49] as early as 1968.

Several authors [55, 59] have presented simple and short proofs to Ore’s theorem.

Recently Mukwembi [46] reported on asymptotically sharp upper bounds on the

size in terms of order, diameter and minimum degree, and in terms of order, radius

and minimum degree [47]. Extremal graphs presented are graphs of connectivity

1. It is therefore natural to ask whether better bounds can be found when vertex-

connecitvity is prescribed. In this thesis, we answer this question in the affirmative.

Several upper bounds on the radius and diameter in terms of other graph param-

eters, for example, order and minimum degree [24, 6, 7], order and size [49], order

and inverse degree [14, 23, 44], order, minimum degree and irregularity index [45],

independence number [26, 27, 25], order and vertex-connectivity [32, 33, 22, 34],

order and edge-connectivity [13] have been investigated.

One graph parameter which, to date, has not been related to the radius and

diameter is the leaf number. The leaf number, L(G), of G is defined as the maxi-

mum number of leaf vertices contained in a spanning tree of G. (a leaf is an end

vertex.) Apart from being an attractive graph parameter, the leaf number has many

practical applications, for instance, in network design, and particularly in wireless

ad hoc networks (see, for example [5, 16, 40, 52, 56]). As mentioned earlier on to

date neither upper bounds on radius and diameter in terms of the leaf number nor

lower bounds on the leaf number in terms of radius and diameter have been reported

on. In this thesis, we contribute towards filling this gap.
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We now turn to the leaf number as a parameter in its own right. Determining the

leaf number of a graph is known to be NP-hard (see, for example [17] and references

therein). It is therefore reasonable to ask for lower bounds on the leaf number in

terms of other graph parameters. Lower bounds on the leaf number in terms of

other parameters, for instance, order, independence number and maximum order

of a bipartite graph [16], order and size [17] have been investigated. However, the

first result on lower bounds seems to be a statement, without proof, by Storer [54]

that every connected cubic graph G with n vertices has L(G) ≥ n
4

+ 2. Linial (see,

[17]) conjectured, more generally, that every connected graph G with n vertices and

minimum degree δ satisfies

L(G) ≥ δ − 2

δ + 1
n+ cδ,

where cδ is a constant depending only on δ. Several authors have researched on this

conjecture. Kleitman and West [39] introduced a heavy method, the dead leaves

approach, with which they gave a proof of Linial’s Conjecture for δ = 3 with a best

possible cδ = 2, and hence providing for the first time a rigorous proof to Storer’s

Theorem. Subsequently, Griggs and Wu [30], using the complicated dead leaves

approach, settled Linial’s Conjecture for δ = 4 and 5. They proved the following

two theorems.

Theorem 1.4 If G is a connected simple graph with n vertices and minimum degree

at least 4, then L(G) ≥ 2
5
n+ 8

5
. 2

Theorem 1.5 If G is a connected simple graph with n vertices and minimum degree

at least 5, then L(G) ≥ 1
2
n+ 2. 2

Linial’s Conjecture is still open for the case when δ ≥ 6 whilst for δ sufficiently large

the conjecture was disproved by Alon (see, for example [51]).
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Further, in this thesis, using a technique developed by Dankelmann and Entringer

[9], we prove a lower bound on the leaf number of a graph of given order and

minimum degree. Our bound, for sufficiently large minimum degree, provides a very

short, simple and unified proof to Theorems 1.4 and 1.5.

We conclude this chapter by summarizing the proof techniques that are impor-

tant for this thesis.

Upper bounds on the diameter in terms of order and minimum degree have been

considered and rediscovered by numerous authors, for example, [24, 28, 42]. The

basic observation from which most of these bounds follow is simple. If we fix a

shortest path between two vertices u and v at maximum distance and if we then

consider the vertices on the path at distance 0, 3, 6, 9, . . . on this path, then we obtain

about
diam(G)

3
vertices whose closed neighbourhoods are pairwise disjoint. Hence,

approximately, n >
diam(G)

3
(δ + 1), and so the diameter is at most

3n

δ + 1
+O(1).

However, an important technique of proving upper bounds on the radius for

connected graphs is to prove first that it holds for all trees, and then to make use of

the fact that the radius of a connected graph is not greater than the radius of any of

its spanning trees. This technique is less applicable for proving bounds on diameter

because every connected graph has a spanning tree that preserves the radius, but

not every connected graph has a spanning tree that preserves the diameter.

Finding bounds on the radius in terms of minimum degree is difficult. In [24]

the authors proved that for a graph G of order n and minimum degree δ ≥ 2 the

upper bound on the radius is
3(n− 3)

2(δ + 1)
+ 5 and the bound is asymptotically sharp.

To prove this result, the technique is based on the observation that, given a

centre vertex v, there exist vertices wi at distance r or r − 1 from v, i = 1, 2, and
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shortest paths Pi from v to wi with the following property: no vertex u1 of P1 shares

a neighbour with vertex u2 of P2, unless u1 or u2 are very close to one of the vertices

v, w1 or w2. Given P1 and P2, one can find approximately 2
rad(G)

3
vertices with

disjoint neighbourhoods by choosing every third vertex on P1 and P2. This yields

approximately n ≥ 2

3
rad(G)(δ + 1), and the bound follows.

We use the methods above in proving parts of some of our results. However,

the methods described above and the results are inadequate to capture the effect of

vertex and edge- connectivity. In that case, we devise new techniques for handling

the two connectivity measures.

In this thesis, the standard method we use for finding upper bounds on the

degree distance D′(G) of a graph G is by grouping vertices into pairs {a, b} and

then bounding the contribution of each pair a, b to the degree distance.

13



Chapter 2

Degree distance and minimum

degree

2.1 Introduction

The goal of this chapter is to find asymptotically sharp upper bounds on the degree

distance in terms of order and minimum degree. Due to the complexity of the

problem, we will first establish upper bounds on the degree distance in terms of

order, diameter and minimum degree. We will then deduce the results as corollaries.

Further, we construct graphs to show that the bounds are asymptotically sharp. Our

results, apart from improving on a result of Dankelmann et al [10], completely settle

a conjecture of Tomescu [57].

The notation that we use is as follows. For a vertex v of G, we denote by D(v)

the total distance or the status of v. That is, D(v) =
∑

x∈V (G) d(v, x). The quantity

deg vD(v) is denoted by D′(v). We denote the open neighbourhood of v by N(v),

i.e., N(v) = {x ∈ V (G) | d(x, v) = 1}. The closed neighbourhood of v in G, i.e.,

N(v)∪{v}, is denoted by N [v]. Here and in the sequel, we assume that the minimum

degree δ is fixed.

14



The useful equation

D′(G) =
∑
v∈V

D′(v)

was first observed by Tomescu [57].

2.2 Results

We begin by presenting a very simple, but handy, observation.

Fact 2.1 Let G be a connected graph of order n, diameter d and minimum degree

δ. If v ∈ V (G), then d ≤ 3
δ+1

(n− deg v) + 6.

Proof of Fact 2.1: Assume that v ∈ V (G) and let P : v0, v1, . . . , vd be a diametric

path of G. Let S := {v3i+1 | i = 0, 1, . . . , bd−1
3
c}. For each x ∈ S, choose any δ

neighbours x1, x2, . . . , xδ of x and denote the set {x, x1, x2, . . . , xδ} by M [x]. Let

M = ∪x∈SM [x]. Then |M | = (δ + 1)(bd− 1

3
c + 1). Note that by the construction

of S, N [v] ∩M has at most 2δ + 1 vertices. Hence

n ≥ |M |+|N [v]|−|M∩N [v]| ≥ (δ+1)(bd− 1

3
c+1)+deg v+1−(2δ+1) ≥ (δ+1)

d

3
+deg v−2δ,

and rearranging the terms completes the proof. 2

Often, we will use the following simple and straightforward result or its variation.

Proposition 2.1 Let G be a connected graph of order n, diameter d and fixed min-

imum degree δ. If v ∈ V (G), then D(v) ≤ d(n− d
6
(δ + 1)− deg v) +O(n).

Proof: Denote the eccentricity of v by e. For all i = 1, 2, . . . , e, let Ni := {x ∈

V (G) | d(v, x) = i} and |Ni| = ki. Note that if x ∈ Ni, i = 2, 3, . . . , e − 1, then

N [x] ⊆ Ni−1 ∪Ni ∪Ni+1 so that

ki−1 + ki + ki+1 ≥ δ + 1.
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Clearly,

D(v) = 1k1 + 2k2 + · · ·+ eke. (2.1)

We look at three cases separately.

Case 1: e ≡ 0 mod 3. Subject to

k1 = deg v, ki ≥ 1 for i = 2, 3, . . . , e,

and

k2 + k3 + k4 ≥ δ + 1, k5 + k6 + k7 ≥ δ + 1, . . . , ke−4 + ke−3 + ke−2 ≥ δ + 1,

(2.1) is maximized for

k1 = deg v, k2 = 1 = k3, k4 = δ − 1, k5 = 1 = k6, k7 = δ − 1, . . . , ke−4 = 1 = ke−3,

ke−2 = δ − 1, ke−1 = 1 and ke = n− deg v − 1

3
(e− 3)(δ + 1)− 1− 1.

This gives

D(v) ≤ deg v + 2 + 3 + 4(δ − 1) + 5 + 6 + 7(δ − 1) + · · ·

+ (e− 4) + (e− 3) + (e− 2)(δ − 1) + (e− 1) + e

(
n− deg v − 1

3
(e− 3)(δ + 1)− 2

)
= e

(
n− e

6
(δ + 1)− deg v

)
+O(n).

If e = d− c, where c ∈ {0, 1, . . . , 5}, then

D(v) ≤ (d−c)
(
n− d− c

6
(δ + 1)− deg v

)
+O(n) = d

(
n− d

6
(δ + 1)− deg v

)
+O(n),

as desired. So assume that e ≤ d− 6. The function f(e) = e
(
n− e

6
(δ + 1)− deg v

)
is increasing in e for all e ≤ 3

δ+1
(n− deg v). Note from Fact 2.1 that d − 6 ≤

3
δ+1

(n− deg v). Hence D(v) ≤ f(d−6) = d
(
n− d

6
(δ + 1)− deg v

)
+O(n), and the

proposition is proven for this case. This completes Case 1.

The other cases, i.e., e ≡ 1 mod 3 and e ≡ 2 mod 3, are treated similarly. 2
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Theorem 2.1 Let G be a connected graph of order n, diameter d and fixed minimum

degree δ. Then

D′(G) ≤


1
4
dn
(
n− d

3
(δ + 1)

)2
+O(n3) if d < 3n

2(δ+1)
,

1
6
d2(δ + 1)(n− d

3
(δ + 1))2 +O(n3) if d ≥ 3n

2(δ+1)
.

Moreover, this inequality is asymptotically tight.

Proof: Let P : v0, v1, . . . , vd be a diametric path of G and let S ⊂ V (P ) be the set

S :=

{
v3i+1 : i = 0, 1, 2, . . . , bd− 1

3
c
}

For each v ∈ S, choose any δ neighbours u1, u2, . . . , uδ of v and denote the set

{v, u1, u2, . . . , uδ} by M [v]. Let M = ∪v∈SM [v]. Then |M | = (δ + 1)(bd− 1

3
c+ 1).

Claim 1 ∑
u∈M

D′(u) ≤ O(n3).

Proof of Claim 1: Let S1 ⊂ S be the set S1 = {vj ∈ S : j ≡ 1 mod 6}. Let

S2 = S − S1. Then for u, v ∈ S1, u 6= v, we have M [u] ∩ M [v] = ∅ and the

neighbourhoods of M [u] and M [v] are also disjoint. Write the elements of S1 as

S1 = {w1, w2, . . . , w|S1|}. For each wj ∈ S1, let M [wj] = {wj, uj1, u
j
2, . . . , u

j
δ}, where

uj1, u
j
2, . . . , u

j
δ are neighbours of wj. Then

n ≥ (degw1 + 1) + (degw2 + 1) + · · ·+ (degw|S1| + 1)

and for t = 1, 2, . . . , δ

n ≥ (deg u1t + 1) + (deg u2t + 1) + · · ·+ (deg u
|S1|
t + 1).

Summing, we get

(δ + 1)n ≥
∑

x∈M [S1]

deg x+ (δ + 1)|S1|,
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where M [S1] =
∑

u∈S1
M [u].

Similarly,

(δ + 1)n ≥
∑

x∈M [S2]

deg x+ (δ + 1)|S2|.

Thus

2(δ + 1)n ≥
∑

x∈M [S1]

deg x+
∑

x∈M [S2]

deg x+ (δ + 1)|S|

=
∑

x∈M [S1]

deg x+
∑

x∈M [S2]

deg x+ (δ + 1)

(
bd− 1

3
c+ 1

)
.

Hence

∑
x∈M [S1]

deg x+
∑

x∈M [S2]

deg x ≤ 2(δ + 1)n− (δ + 1)

(
bd− 1

3
c+ 1

)

= (δ + 1)

(
2n− bd− 1

3
c − 1

)
.

Now for u ∈ V (G), since D(u) ≤ (n− 1)d ≤ (n− 1)2, it follows that∑
v∈M

D′(v) =
∑
v∈M

deg vD(v)

=
∑

v∈M [S1]

deg vD(v) +
∑

v∈M [S2]

deg vD(v)

≤ (n− 1)2

 ∑
v∈M [S1]

deg v +
∑

v∈M [S2]

deg v


≤ (n− 1)2(δ + 1)

(
2n− bd− 1

3
c − 1

)
= O(n3),

as required and so Claim 1 is proven.

Let C be a maximum set of disjoint pairs of vertices from V − M which lie

at a distance at least 3, i.e., if {a, b} ∈ C, then d(a, b) ≥ 3. If {a, b} ∈ C, then
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we say a and b are partners. Finally, let K be the remaining vertices of G, i.e.,

K = V −M − {x : x ∈ {a, b} ∈ C}. Let |K| = k, and |C| = c. Then

n = (δ + 1)

(
bd− 1

3
c+ 1

)
+ 2c+ k. (2.2)

Fact 2.2 Let {a, b} ∈ C. Then deg a+ deg b ≤ n− d
3
(δ + 1) +O(1).

Proof of Fact 2.2: Note that N [a] ∩ N [b] = ∅, since d(a, b) ≥ 3. Also, each of the

two vertices can be adjacent to at most 2δ + 1 vertices on M . Thus,

n ≥ deg a+ 1 + deg b+ 1 + |M | − 2(2δ + 1)

= deg a+ deg b+ (δ + 1)(bd− 1

3
c+ 1)− 4δ,

and rearranging the terms completes the proof of Fact 2.2.

Now consider two cases.

Case 1: k ≤ 1.

For x ∈ K, D(x) ≤ (n− 1)2, so D′(x) ≤ (n− 1)3. Thus
∑

x∈K D
′(x) = O(n3).

Claim 2 If {a, b} ∈ C, then D′(a) +D′(b) ≤ 1
2
dn
(
n− d

3
(δ + 1)

)
+O(n2).

Proof of Claim 2: By Proposition 2.1, D(a) ≤ d

(
n− d

6
(δ + 1)− deg a

)
+O(n). It

follows that D′(a) ≤ deg a

(
d

(
n− d

6
(δ + 1)− deg a

))
+O(n2).

Similarly, D′(b) ≤ deg b

(
d

(
n− d

6
(δ + 1)− deg b

))
+O(n2). Thus,

D′(a) +D′(b) ≤ deg a

(
d

(
n− d

6
(δ + 1)− deg a

))
+ deg b

(
d

(
n− d

6
(δ + 1)− deg b

))
+O(n2)

= d

(
(deg a+ deg b)

(
n− d

6
(δ + 1)

)
−
(
(deg a)2 + (deg b)2

))
+O(n2)

≤ d

(
(deg a+ deg b)

(
n− d

6
(δ + 1)

)
− 1

2
(deg a+ deg b)2

)
+O(n2).
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Denote deg a+ deg b by x and let f(x) = d
(
x
(
n− d

6
(δ + 1)

)
− 1

2
x2
)
. Then by Fact

2.2, x ≤ n− d

3
(δ + 1) + O(1). A simple differentiation shows that f is increasing

for all x ≤ n− d
6
(δ+ 1). Hence f attains its maximum for x = n− d

3
(δ + 1) +O(1),

to give

D′(a) +D′(b) ≤ f

(
n− d

3
(δ + 1) +O(1)

)

=
1

2
dn

(
n− d

3
(δ + 1)

)
+O(n2),

and Claim 2 is proven.

From (2.2), we have c = 1
2

(
n− (δ + 1)

(
bd−1

3
c+ 1

)
− k
)
. Since k ≤ 1, we have

c = 1
2

(
n− d

3
(δ + 1)

)
+O(1). This, in conjunction with Claim 2, yields

∑
{a,b}∈C

(D′(a) +D′(b)) ≤ c

(
1

2
dn

(
n− d

3
(δ + 1)

)
+O(n2)

)

=

(
1

2

(
n− d

3
(δ + 1)

)
+O(1)

)(
1

2
dn

(
n− d

3
(δ + 1)

)
+O(n2)

)

=
1

4
dn

(
n− d

3
(δ + 1)

)2

+O(n3).

Hence

D′(G) =
∑
{a,b}∈C

(D′(a) +D′(b)) +
∑
x∈K

D′(x) +
∑
v∈M

D′(v)

≤ 1

4
dn

(
n− d

3
(δ + 1)

)2

+O(n3) +O(n3) +O(n3).

Note that, if d ≥ 3n

2(δ + 1)
, then 1

4
dn
(
n− d

3
(δ + 1)

)2 ≤ 1
6
d2(δ + 1)

(
n− d

3
(δ + 1)

)2
,

and so the theorem is proved for Case 1.
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Case 2: k ≥ 2.

Now the pairs of vertices in C will be partitioned further. Fix a vertex x ∈ K. For

each pair {a, b} ∈ C, choose a vertex closer to x; if d(a, x) = d(b, x), then arbitrarily

choose one of the vertices. Let A be the set of all these vertices closer to x, and

B be the set of partners of these vertices in A, so |A| = |B| = c. Furthermore, let

A1(B1) be the set of vertices w ∈ A(B) whose partner is at a distance at most 9

from w. Let c1 = |A1| = |B1|.

Claim 3 For all u, v ∈ A ∪K, d(u, v) ≤ 8.

Proof of Claim 3: Since C is a maximum set of pairs of vertices of distance at least 3,

any two vertices of K must be at a distance of at most 2. We show that d(a, x) ≤ 4

for all a ∈ A. Suppose, to the contrary, that there exists a vertex a ∈ A for which

d(a, x) ≥ 5. Let b be the partner of a. By definition of A, d(x, b) ≥ 5. Now

consider another vertex x′ ∈ K, x 6= x′. Since d(x, x′) ≤ 2, we have

5 ≤ d(b, x) ≤ d(b, x′) + d(x, x′) ≤ d(b, x′) + 2

which implies d(b, x′) ≥ 3. This contradicts the maximality of C since {a, b} will

be replaced by {a, x} and {b, x′}. Hence d(a, x) ≤ 4, for each a ∈ A. Thus for

u, v ∈ A, d(u, v) ≤ d(u, x) + d(x, v) ≤ 8.

Claim 4 For all x ∈ K,

D′(x) ≤ d

(
n− d

3
(δ + 1)− c

)(
n− c− c1 − k −

d

6
(δ + 1)

)
+O(n2).

Proof of Claim 4: By Claim 3, all c + k vertices in A ∪K lie within a distance of

8 from each vertex x ∈ K. This implies that all the c1 vertices in B1 lie within a
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distance of 9 + 8 from x. Thus, as in Proposition 2.1,

D(x) ≤ 8(c+ k) + 17c1 + 18 + 19 + 20(δ − 1) + 21 + 22 + 23(δ − 1) + · · ·

+ d

(
n− c− k − c1 −

d

3
(δ + 1)

)

= d

(
n− c− c1 − k −

d

6
(δ + 1)

)
+O(n).

In order to find a bound on the degree of x, we use a counting argument. Note

that x can have at most 2δ+1 neighbours in M . By definition of A and B, x cannot

be adjacent to two vertices, w and z, where w ∈ A is a partner of z ∈ B, since

d(w, z) ≥ 3. Thus, x is adjacent to at most c vertices in A ∪B. It follows that

n ≥ deg x+ |M | − (2δ + 1) + |A ∪B| − c

= deg x+ (δ + 1)

(
bd− 1

3
c+ 1

)
− (2δ + 1) + c

= deg x+
d

3
(δ + 1) + c+O(1).

Hence deg x ≤ n− d

3
(δ + 1)− c+O(1). Therefore,

D′(x) = deg xD(x)

≤ d

(
n− d

3
(δ + 1)− c

)(
n− c− c1 − k −

d

6
(δ + 1)

)
+O(n2),

and this proves Claim 4.

We now turn to finding an upper bound on the contribution of the pairs in C to

the degree distance. We abuse notation and write {a, b} ∈ A1 ∪ B1 if a and b are

partners, i.e., {a, b} ∈ C, with a ∈ A1 and b ∈ B1. Note that∑
{a,b}∈C

(D′(a)+D′(b)) =
∑

{a,b}∈A1∪B1

(D′(a)+D′(b))+
∑

{a,b}∈(A−A1)∪(B−B1)

(D′(a)+D′(b)).

We first consider the set A1 ∪B1.
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Claim 5 Let {a, b} ∈ C. If d(a, b) ≤ 9, i.e., if {a, b} ∈ A1 ∪B1, then

D′(a) +D′(b) ≤ d

(
n− d

3
(δ + 1)

)(
n− c− c1 − k −

d

6
(δ + 1)

)
+O(n2).

Proof of Claim 5: We first show that any two vertices in A ∪ K ∪ B1 lie within a

distance of 26 from each other. By Claim 3, any two vertices in A ∪K lie within a

distance of 8 from each other. Now assume that b, v ∈ B1, and let a and u be the

partners of b and v in A1, respectively. Then d(b, v) ≤ d(b, a) + d(a, u) + d(u, v) ≤

9 + 8 + 9 = 26. Thus any two vertices in B1 are within a distance of 26 from each

other. Now let a ∈ A ∪ K and b ∈ B1, and let u be the partner of b in A1 ⊆ A.

Then d(a, b) ≤ d(a, u) + d(u, b) ≤ 8 + 9 < 26. Hence any two vertices in A∪K ∪B1

lie within a distance of 26 from each other.

Now let w ∈ A1 ∪B1. Since w is in A∪K ∪B1, all the c+ k+ c1− 1 vertices in

A∪K ∪B1 lie within a distance of 26 from w. It follows, as in Proposition 2.1, that

D(w) ≤ 26(c+ k + c1 − 1) + 27 + 28 + 29(δ − 1) + 30 + 31 + 32(δ − 1) + · · ·

+ d

(
n− c− c1 − k −

d

3
(δ + 1)

)

= d

(
n− c− c1 − k −

d

6
(δ + 1)

)
+O(n).

Thus, if {a, b} is a pair in A1 ∪B1, then

D′(a) +D′(b) ≤ deg a

(
d

(
n− c− c1 − k −

d

6
(δ + 1)

)
+O(n)

)

+ deg b

(
d

(
n− c− c1 − k −

d

6
(δ + 1)

)
+O(n)

)

= (deg a+ deg b)

(
d

(
n− c− c1 − k −

d

6
(δ + 1)

)
+O(n)

)
.
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By Fact 2.2, deg a+ deg b ≤ n− d
3
(δ + 1) +O(1). Therefore,

D′(a) +D′(b) ≤
(
n− d

3
(δ + 1) +O(1)

)(
d

(
n− c− c1 − k −

d

6
(δ + 1)

)
+O(n)

)

= d

(
n− d

3
(δ + 1)

)(
n− c− c1 − k −

d

6
(δ + 1)

)
+O(n2),

and Claim 5 is proven.

Now consider pairs {a, b} of vertices in C which are not in A1 ∪B1.

Claim 6 Let {a, b} ∈ C. If d(a, b) ≥ 10, i.e., if {a, b} ∈ (A− A1) ∪ (B −B1), then

D′(a)+D′(b) ≤ d(c+k)

(
n− c− c1 − k −

d

6
(δ + 1)

)
+cd

(
n− d

6
(δ + 1)− c

)
+O(n2).

Proof of Claim 6: We consider vertices from A − A1 and from B − B1 separately.

Let a ∈ A − A1. Then as in Claim 5, all the c + k − 1 vertices in A ∪ K lie at a

distance of 8 from a and all the c1 vertices in B1 lie within a distance of 9 + 8 = 17

from a. Thus, as in Proposition 2.1,

D(a) ≤ 8(c+ k − 1) + 17c1 + 18 + 19 + 20(δ − 1) + 21 + 22 + 23(δ − 1) + · · ·

+ d

(
n− c− c1 − k −

d

3
(δ + 1)

)

= d

(
n− c− c1 − k −

d

6
(δ + 1)

)
+O(n).

We now find a bound on the degree of a. By definition of C, the vertex a cannot

be adjacent to both w and u, where w ∈ A is a partner of u ∈ B, since d(w, u) ≥ 3.

Hence a is adjacent to at most c− 1 vertices in A ∪B. Further, a is adjacent to at

most 2δ + 1 vertices in M and has at most k neighbours in K. Thus,

deg a ≤ c− 1 + 2δ + 1 + k = c+ 2δ + k.
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It follows that

D′(a) = (deg a)D(a)

≤ (c+ k + 2δ)

(
d

(
n− c− c1 − k −

d

6
(δ + 1)

)
+O(n2)

)

= d(c+ k)

(
n− c− c1 − k −

d

6
(δ + 1)

)
+O(n2). (2.3)

Now let b ∈ B −B1. By Proposition 2.1, we have

D(b) ≤ d

(
n− d

6
(δ + 1)− deg b

)
+O(n),

and so

D′(b) ≤ deg b

(
d

(
n− d

6
(δ + 1)− deg b

))
+O(n2). (2.4)

We first maximize deg b

(
d

(
n− d

6
(δ + 1)− deg b

))
with respect to deg b. Let

f(x) := x

(
d

(
n− d

6
(δ + 1)− x

))
,

where x = deg b. A simple differentiation shows that f is increasing for x ≤

1

2

(
n− d

6
(δ + 1)

)
. We find an upper bound on x, i.e., on deg b. Note that as

above, b can be adjacent to at most c− 1 vertices in A∪B, and has at most 2δ + 1

neighbours in M . We show that b cannot be adjacent to any vertex in K. Suppose,

to the contrary, that y ∈ K and d(b, y) = 1. Recall that a is the partner of b and

d(a, b) ≥ 10. By Claim 3, d(a, y) ≤ 8. Hence 10 ≤ d(a, b) ≤ d(b, y) +d(y, a) ≤ 1 + 8,

a contradiction. Thus, b cannot be adjacent to any vertex in K. We conclude that

deg b ≤ c− 1 + 2δ + 1 = c+ 2δ.
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We look at two cases separately. First assume that deg b = c + j, where j ∈

{1, 2, . . . , 2δ}. Then

f(deg b) = f(c+ j)

= (c+ j)

(
d

(
n− d

6
(δ + 1)− (c+ j)

))

= cd

(
n− d

6
(δ + 1)− c

)
+O(n2). (2.5)

Second, assume that deg b ≤ c. From (2.2), the fact that k ≥ 2 and bd−1
3
c+ 1 ≥ d

3
,

we have

c =
1

2

(
n− (δ + 1)

(
bd− 1

3
c+ 1

)
− k
)
≤ 1

2

(
n− d

3
(δ + 1)− 2

)
.

Notice that

1

2

(
n− d

3
(δ + 1)− 2

)
≤ 1

2

(
n− d

6
(δ + 1)

)
,

and so f is increasing in [1, c]. Therefore,

f(deg b) ≤ f(c) = cd

(
n− d

6
(δ + 1)− c

)
,

for this case. Comparing this with (2.5), we get that

f(deg b) ≤ cd

(
n− d

6
(δ + 1)− c

)
+O(n2).

Thus, from (2.4), we have

D′(b) ≤ cd

(
n− d

6
(δ + 1)− c

)
+O(n2).

Combining this with (2.3), we get

D′(a)+D′(b) ≤ d(c+k)

(
n− c− c1 − k −

d

6
(δ + 1)

)
+cd

(
n− d

6
(δ + 1)− c

)
+O(n2),
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and Claim 6 is proven.

Using Claims 1, 4, 5, and 6 we bound D′(G) as follows. Note that

D′(G) =
∑
u∈M

D′(u) +
∑
x∈K

D′(x) +
∑
{a,b}∈C

(D′(a) +D′(b))

≤ dk

(
n− d

3
(δ + 1)− c

)(
n− c− c1 − k −

d

6
(δ + 1)

)

+ c1

(
d

(
n− d

3
(δ + 1)

)(
n− c− c1 − k −

d

6
(δ + 1)

))

+ (c− c1)
(
d(c+ k)

(
n− c− c1 − k −

d

6
(δ + 1)

)
+ cd

(
n− d

6
(δ + 1)− c

))
+O(n3)

= dk

(
n− d

3
(δ + 1)− c

)(
n− c− c1 − k −

d

6
(δ + 1)

)

+ c1

(
d

(
n− d

3
(δ + 1)

)(
n− c− c1 − k −

d

6
(δ + 1)

))

+ d(c− c1)
(

(c+ k)

(
n− c− k − d

6
(δ + 1)

)
− c1(c+ k) + c

(
n− d

6
(δ + 1)− c

))
+O(n3).

For easy calculation in maximizing this term, we note that c− c1 ≥ 0, and that by

(2.2), n− c− k − d

6
(δ + 1) ≥ 0. Hence the last term in the previous inequalities

d(c− c1)
(

(c+ k)

(
n− c− k − d

6
(δ + 1)

)
− c1(c+ k) + c

(
n− d

6
(δ + 1)− c

))

is at most

d(c−c1)
(

(c+ k + 1)

(
n− c− k − d

6
(δ + 1)

)
− c1(c+ k) + c

(
n− d

6
(δ + 1)− c

))
.
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It follows that

D′(G) ≤ dk

(
n− d

3
(δ + 1)− c

)(
n− c− c1 − k −

d

6
(δ + 1)

)

+ c1

(
d

(
n− d

3
(δ + 1)

)(
n− c− c1 − k −

d

6
(δ + 1)

))

+ d(c− c1)
(

(c+ k + 1)

(
n− c− k − d

6
(δ + 1)

)
− c1(c+ k)

+ c

(
n− d

6
(δ + 1)− c

))
+O(n3).

Let g(n, d, c, c1) be the function

g(n, d, c, c1) := dk

(
n− d

3
(δ + 1)− c

)(
n− c− c1 − k −

d

6
(δ + 1)

)

+ c1

(
d

(
n− d

3
(δ + 1)

)(
n− c− c1 − k −

d

6
(δ + 1)

))

+ d(c− c1)
(

(c+ k + 1)

(
n− c− k − d

6
(δ + 1)

)
− c1(c+ k)

+ c

(
n− d

6
(δ + 1)− c

))
.

We first maximize g subject to c1, keeping the other variables fixed. It is easy to

verify, using (2.2), that the derivative

dg

dc1
= −dk

(
n− d

3
(δ + 1)

)
− dc

(
n− d

3
(δ + 1)− 2c+ c1

)
− d

(
c+

d

6
(δ + 1)

)
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is negative. Therefore, g is decreasing in c1. Thus, in conjunction with (2.2), we

have

g(n, d, c, c1) ≤ g(n, d, c, 0)

= dk

(
n− d

3
(δ + 1)− c

)(
n− c− k − d

6
(δ + 1)

)

+ dc

(
(c+ k + 1)

(
n− c− k − d

6
(δ + 1)

)
+ c

(
n− d

6
(δ + 1)− c

))

= d

(
n− d

3
(δ + 1)− 2c

)(
n− d

3
(δ + 1)− c

)(
n− c−

(
n− d

3
(δ + 1)− 2c

)
− d

6
(δ + 1)

)

+ dc

(
(c+

(
n− d

3
(δ + 1)− 2c

)
+ 1)

(
n− c−

(
n− d

3
(δ + 1)− 2c

)
− d

6
(δ + 1)

))

+ dc

(
c

(
n− d

6
(δ + 1)− c

))
+O(n3)

= d

(
n− d

3
(δ + 1)− 2c

)(
n− d

3
(δ + 1)− c

)(
c+

d

6
(δ + 1)

)

+ dc

((
n− d

3
(δ + 1)− c+ 1

)(
c+

d

6
(δ + 1)

))

+ dc

(
c

(
n− d

6
(δ + 1)− c

))
+O(n3)

= d

((
n− d

3
(δ + 1)− c

)2(
c+

d

6
(δ + 1)

)
+ c2

(
n− d

6
(δ + 1)− c

))
+O(n3).

A simple differentiation with respect to c shows that the function

(
n− d

3
(δ + 1)− c

)2(
c+

d

6
(δ + 1)

)
+ c2

(
n− d

6
(δ + 1)− c

)
,

when d ≥ 3n

2(δ + 1)
, is decreasing over the domain of c, and hence it is maximized

at c = 0. Thus,

(
n− d

3
(δ + 1)− c

)2(
c+

d

6
(δ + 1)

)
+c2

(
n− d

6
(δ + 1)− c

)
≤
(
n− d

3
(δ + 1)

)2
d

6
(δ+1).
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Hence when d ≥ 3n

2(δ + 1)
,

D′(G) ≤ g(n, d, 0) +O(n3) =
d2

6
(δ + 1)

(
n− d

3
(δ + 1)

)2

+O(n3),

as desired. If d <
3n

2(δ + 1)
, then

(
n− d

3
(δ + 1)− c

)2(
c+

d

6
(δ + 1)

)
+ c2

(
n− d

6
(δ + 1)− c

)

attains its maximum for c = 1
2

(
n− d

3
(δ + 1)

)
to give

(
n− d

3
(δ + 1)− c

)2(
c+

d

6
(δ + 1)

)
+c2

(
n− d

6
(δ + 1)− c

)
≤ n

4

(
n− d

3
(δ + 1)

)2

.

Hence

g(n, d, c, c1) ≤
1

4
dn

(
n− d

3
(δ + 1)

)2

+O(n3),

and so

D′(G) ≤ g(n, d, c, c1) +O(n3) ≤ 1

4
dn

(
n− d

3
(δ + 1)

)2

+O(n3),

and Case 2 of Theorem 2.1 is proven.

To see that the bound is asymptotically sharp, for d ≥ 3n

2(δ + 1)
, the lollipop

graph Ln,d,δ, asymptotically meets the bound. For d ≤ 3n

2(δ + 1)
, consider the graph

Gn,d,δ, d ≡ 1 mod 3, constructed as follows. First, let H be the graph with diameter

d− 2 obtained as follows: V (H) = V0 ∪ V1 ∪ · · · ∪ Vd−2, where

|Vi| =

{
1 if i ≡ 0 or 2 mod 3,

δ − 1 otherwise

and two distinct vertices v ∈ Vi, v′ ∈ Vj are joined by an edge if and only if |j−i| ≤ 1.

Let the only vertex in V0 be v0 and the only vertex in Vd−2 be vd−2. Now let H1
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be the complete graph on d1
2
(n − 1

3
(d − 1)(δ + 1))e vertices and H2 the complete

graph on b1
2
(n− 1

3
(d− 1)(δ + 1))c vertices. The graph Gn,d,δ is obtained by joining

the vertex v0 in H to every vertex in H1 and joining the vertex vd−2 in H to every

vertex in H2. Then Gn,d,δ has diameter d, minimum degree δ and degree distance

at least 1
4
dn
(
n− d

3
(δ + 1)

)2
, as desired. 2

Finally, the result below gives a strengthening of the bound in [10] and settles

completely a conjecture of Tomescu [57].

Corollary 2.2 Let G be a connected graph of order n and minimum degree δ. Then

D′(G) ≤ n4

9(δ + 1)
+O(n3).

Moreover for a fixed δ, this inequality is asymptotically tight.

Proof: Let d be the diameter of G. By the theorem above, for d ≥ 3n

2(δ + 1)
,

1

6
d2(δ + 1)(n− d

3
(δ + 1))2

reaches its maximum value for d =
3n

2(δ + 1)
, to give

D′(G) =
3n4

32(δ + 1)
+O(n3) ≤ n4

9(δ + 1)
+O(n3).

If d <
3n

2(δ + 1)
, then the term 1

4
dn
(
n− d

3
(δ + 1)

)2
is maximized, with respect to d,

for d = n
δ+1

, to give

1

4
dn

(
n− d

3
(δ + 1)

)2

≤ n4

9(δ + 1)
.

Hence D′(G) ≤ n4

9(δ+1)
+O(n3), as desired.
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To see that the bound is asymptotically best possible consider the graph Gn,d,δ

constructed above. Note that

D′(Gn, n
δ+1

,δ) >
n4

9(δ + 1)
,

as claimed. 2
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Chapter 3

Degree distance and

vertex-connectivity

3.1 Introduction

In the previous chapter we improved the upper bound in Conjecture 1.1 for graphs

with fixed minimum degree. Precisely, we proved the following bound.

Theorem 3.1 [48] Let G be a connected graph of order n and minimum degree δ.

Then

D′(G) ≤ n4

9(δ + 1)
+O(n3).

The bound in Theorem 3.1 was shown to be asymptotically sharp for a fixed δ; the

extremal graph being of vertex-connectivity 1. It is therefore natural to ask if the

bound

D′(G) ≤ n4

9(κ+ 1)
+O(n3), (3.1)

which follows from Theorem 3.1 by applying the inequality κ ≤ δ, can be improved.

In this chapter, we improve the bound, (3.1). Precisely, we prove that D′(G) ≤

n4

27κ
+ O(n3). We give examples to show that this bound, for a fixed κ, is asymp-

totically sharp.
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Recall the useful equation

D′(G) =
∑
v∈V

D′(v).

3.2 Results

Let G be a finite connected graph of order n and diameter d. From now on-wards

v0 ∈ V (G) is a fixed vertex of eccentricity d and for each i = 0, 1, 2, 3, . . . , d,

Ni := {x ∈ V (G)|dG(x, v0) = i}.

We begin by presenting a very simple, but important observation.

Fact 3.1 Let G be a connected graph of order n, diameter d and vertex-connectivity

κ. If v ∈ V (G), then

d ≤ 1

κ
(n− deg v) +O(1).

Proof of Fact 3.1: Let v ∈ V (G). Then v ∈ Ni for some i, and so N(v) ⊂ Ni−1 ∪

Ni ∪Ni+1. Thus, since |Ni| ≥ κ for all i = 1, 2, . . . , d− 1, we have

n ≥ | ∪i−2j=0 Nj|+ deg v + |{v}|+ | ∪dj=i+2 Nj|

≥ deg v + 1 + κ(d− 4) + 2.

Hence, d ≤ 1

κ
(n− deg v) +O(1), as required. 2

We will need the following useful result.

Proposition 3.1 Let G be a connected graph of order n, diameter d and vertex-

connectivity κ. If v ∈ V (G), then

D(v) ≤ d(n− κ

2
d− deg v) +O(n).
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Proof: Let v ∈ V (G) and let e be its eccentricity. Thus,

D(v) ≤ deg v + κ(2 + 3 + . . .+ e− 1) + e(n− κ(e− 2)− deg v − 1)

= deg v + κ

(
e(e+ 1)

2
− 2

)
+ e(n− κe− deg v + 2κ− 1)

= e
(
n− κ

2
e− deg v

)
+O(n).

Now consider f(x) := x(n− κx
2
− deg v), where x = e. The function f is increasing

on the interval [1,
1

κ
(n− deg v)]. Using Fact 3.1 and 1 ≤ e ≤ d, we consider two

cases. First if d ≤ 1

κ
(n− deg v), then D(v) ≤ f(d)+O(n) ≤ d

(
n− κd

2
− deg v

)
+

O(n). Secondly if d =
1

κ
(n− deg v) + O(1), then f ≤ f

(
1

κ
(n− deg v)

)
= f(d −

O(1)). But

f(d−O(1)) = (d−O(1))
(
n− κ

2
(d−O(1))− deg v

)
+O(n)

= d
(
n− κ

2
d− deg v

)
+O(n).

Hence, in both cases D(v) ≤ d

(
n− κd

2
− deg v

)
+O(n), as required. 2

Proving an upper bound on degree distance in terms of order and vertex-connectivity

is quite challenging. We will develop further the technique introduced in [10], which

was refined in [43], to adequately capture the effect of vertex-connectivity on the

degree distance. The diameter plays a crucial role and provides us with the following

intermediate result.

Theorem 3.2 Let G be a connected graph of order n, diameter d ≥ 2 and fixed
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vertex-connectivity κ. Then

D′(G) ≤


1
4
dn(n− κd)2 +O(n3) if d < n

2κ
,

1
2
κ[d(n− κd)]2 +O(n3) if d ≥ n

2κ
.

Moreover, this inequality is asymptotically sharp.

Proof. Assume the notation for v0 and Ni as above. Note that |Ni| ≥ κ, for all

i = 1, 2, . . . , d− 1. For each Ni, i = 1, 2, . . . , d− 1, choose any κ vertices and let this

set be {ui1, ui2, . . . , uiκ}. For each j = 1, 2, . . . , κ, let Pj := {u1j, u2j, u3j, . . . , ud−1j}

and N = ∪κj=1Pj.

Claim 7 Let N be as above. Then∑
u∈N

D′(u) ≤ O(n3).

Proof of Claim 7: Note that∑
u∈N

D′(u) =
∑
u∈P1

D′(u) +
∑
u∈P2

D′(u) + . . .+
∑
u∈Pκ

D′(u).

For a fixed j, let Pj = U0j ∪U1j ∪U2j, where U0j, U1j and U2j are defined as follows:

U0j = {u3j, u6j, u9j, . . .},

U1j = {u1j, u4j, u7j, . . .},

U2j = {u2j, u5j, u8j, . . .}.

For each x, y ∈ Uij with x 6= y, i = 0, 1, 2, since d(x, y) ≥ 3, we have N(x)∩N(y) =

∅. It follows that
∑
x∈Uij

deg x ≤ n for i = 0, 1, 2. From Proposition 3.1,

D(x) ≤ d(n− κ

2
d− deg x) +O(n)

= O(n2).
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Thus,

∑
x∈Pj

D′(x) =
∑
x∈Pj

deg xD(x)

=
∑
x∈U0j

deg xD(x) +
∑
x∈U1j

deg xD(x) +
∑
x∈U2j

deg xD(x)

≤ O(n2)

∑
x∈U0j

deg x+
∑
x∈U1j

deg x+
∑
x∈U2j

deg x


≤ O(n2)(3n)

= O(n3).

Hence,

∑
u∈N

D′(u) =
∑
u∈P1

D′(u) +
∑
u∈P2

D′(u) + . . .+
∑
u∈Pκ

D′(u)

≤ κO(n3)

= O(n3),

as required and Claim 7 is proven.

Let C be a maximum set of disjoint pairs of vertices from V − N which lie

at a distance at least 3, i.e., if {a, b} ∈ C, then d(a, b) ≥ 3. If {a, b} ∈ C we

say that a and b are partners. Finally, let H be the remaining vertices of G, i.e.,

H = V −N − {x : x ∈ {a, b} ∈ C}. Let |H| = h, and |C| = c. Then

n = κ(d− 1) + 2c+ h. (3.2)

Fact 3.2 Let {a, b} ∈ C. Then deg a+ deg b ≤ n− κd+O(1).

Proof of Fact 3.2: Note that since d(a, b) ≥ 3, N [a] ∩ N [b] = ∅. Also, each of the
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two vertices, a and b, can be adjacent to at most 3κ vertices in N . Thus,

n ≥ |N [a]|+ |N [b]|+ |N |

≥ deg a+ 1 + deg b+ 1 + (d− 1)κ− 6κ,

and rearranging the terms completes the proof of Fact 3.2.

Now consider two cases.

Case 1: h ≤ 1.

For x ∈ H, D(x) ≤ (n − 1)d, so D′(x) ≤ deg x(n − 1)d. Thus
∑

x∈H D
′(x) ≤

1 · deg x(n− 1)d = O(n3).

Claim 8 If {a, b} ∈ C, then D′(a) +D′(b) ≤ 1
2
dn(n− κd) +O(n2).

Proof of Claim 8: By Proposition 3.1, D(a) ≤ d
(
n− κ

2
d− deg a

)
+O(n). Hence,

D′(a) ≤ deg a
(
d
(
n− κ

2
d− deg a

))
+O(n2).

Similarly, D′(b) ≤ deg b
(
d
(
n− κ

2
d− deg b

))
+O(n2). Thus,

D′(a) +D′(b) ≤ deg a
(
d
(
n− κ

2
d− deg a

))
+ deg b

(
d
(
n− κ

2
d− deg b

))
+O(n2)

= d
(

(deg a+ deg b)
(
n− κ

2
d
)
−
(
(deg a)2 + (deg b)2

))
+O(n2)

≤ d

(
(deg a+ deg b)

(
n− κ

2
d
)
− 1

2
(deg a+ deg b)2

)
+O(n2).

Let x = deg a + deg b and let f(x) := d
(
x
(
n− κ

2
d
)
− 1

2
x2
)
. Then by Fact 3.2,

x ≤ n− κd + O(1). A simple differentiation shows that f is increasing for all

x ≤ n− κ
2
d. Hence f attains its maximum for x = n− κd+O(1). Thus,

D′(a) +D′(b) ≤ f (n− κd+O(1))

=
1

2
dn (n− κd) +O(n2),
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and Claim 8 is proven.

From (3.2), we have c = 1
2

(n− κ(d− 1)− h). Hence, since h ≤ 1, we have

c = 1
2

(n− κd) +O(1). This, in conjunction with Claim 8, yields

∑
{a,b}∈C

(D′(a) +D′(b)) ≤ c

(
1

2
dn (n− κd) +O(n2)

)

=

(
1

2
(n− κd) +O(1)

)(
1

2
dn (n− κd) +O(n2)

)

=
1

4
dn (n− κd)2 +O(n3).

Hence,

D′(G) =
∑
{a,b}∈C

(D′(a) +D′(b)) +
∑
x∈H

D′(x) +
∑
v∈N

D′(v)

≤ 1

4
dn (n− κd)2 +O(n3) +O(n3) +O(n3)

=
1

4
dn (n− κd)2 +O(n3).

Note that, when d ≥ n
2κ
, then 1

4
dn (n− κd)2 +O(n3) ≤ 1

2
κ (d(n− κd))2 +O(n3) and

so the theorem is proved for Case 1.

Case 2: h ≥ 2. Now the pairs of vertices in C will be partitioned further. Fix a

vertex z ∈ H. For each pair {a, b} ∈ C, choose a vertex closer to z; if d(a, z) = d(b, z),

arbitrarily choose one of the vertices. Let A be the set of all these vertices closer to

z, and B be the set of partners of these vertices in A, so |A| = |B| = c. Furthermore,

let A1(B1) be the set of vertices w ∈ A(B) whose partner is at a distance at most 9

from w. Let c1 = |A1| = |B1|.

Claim 9 For all u, v ∈ A ∪H, d(u, v) ≤ 8.

Proof of Claim 9: Since C is a maximum set of pairs of vertices of distance at

least 3, any two vertices of H must be at a distance of at most 2. We show that
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d(a, z) ≤ 4 for all a ∈ A. Suppose, to the contrary, that there exists a vertex

a ∈ A for which d(a, z) ≥ 5. Let b be the partner of a. By definition of A,

d(z, b) ≥ 5. Now consider another vertex z′ ∈ H, z 6= z′. Since d(z, z′) ≤ 2 we

have 5 ≤ d(b, z) ≤ d(b, z′) + d(z, z′) ≤ d(b, z′) + 2 which implies d(b, z′) ≥ 3. This

contradicts the maximality of C since {a, b} will be replaced by {a, z} and {b, z′}.

Hence d(a, z) ≤ 4, for each a ∈ A. Thus for u, v ∈ A, d(u, v) ≤ d(u, z) + d(z, v) ≤ 8.

Claim 10 For all x ∈ H,

D′(x) ≤ d (n− κd− c)
(
n− c− c1 − h−

κ

2
d
)

+O(n2).

Proof of Claim 10: By Claim 9, all c + h vertices in A ∪H lie within a distance of

8 from each vertex x ∈ H. This implies that all the c1 vertices in B1 lie within a

distance of 9 + 8 from x. Thus, as in Proposition 3.1,

D(x) ≤ 8(c+ h) + 17c1 + κ(18 + 19 + 20 + · · ·+ d− 1) + d (n− c− h− c1 − κ(d− 18))

= d
(
n− c− c1 − h−

κ

2
d
)

+O(n2).

In order to find a bound on the degree of x, we use a counting argument. Note

that x can have at most 3κ neighbours in N . By definition of A and B, x cannot

be adjacent to two vertices, w and t, where w ∈ A is a partner of t ∈ B, since

d(w, t) ≥ 3. Thus, x is adjacent to at most c vertices in A ∪B. It follows that

n ≥ deg x+ 1 + |N | − 3κ+ c

= deg x+ 1 + κ(d− 1)− 3κ+ c

= deg x+ κd+ c+O(1).

Hence deg x ≤ n− κd− c+O(1). Therefore,

D′(x) = deg xD(x)

≤ d (n− κd− c)
(
n− c− c1 − h−

κ

2
d
)

+O(n2),
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and this proves Claim 10.

We now turn to finding an upper bound on the contribution of the pairs in C to

the degree distance. We abuse notation and write {a, b} ∈ A1 ∪ B1 if a and b are

partners, i.e., {a, b} ∈ C, with a ∈ A1 and b ∈ B1. Note that

∑
{a,b}∈C

(D′(a)+D′(b)) =
∑

{a,b}∈A1∪B1

(D′(a)+D′(b))+
∑

{a,b}∈(A−A1)∪(B−B1)

(D′(a)+D′(b)).

We first consider the set A1 ∪B1.

Claim 11 Let {a, b} ∈ C. If d(a, b) ≤ 9, i.e., if {a, b} ∈ A1 ∪B1, then

D′(a) +D′(b) ≤ d (n− κd)
(
n− c− c1 − h−

κ

2
d
)

+O(n2).

Proof of Claim 11: We first show that any two vertices in A ∪H ∪ B1 lie within a

distance of 26 from each other. By Claim 9, any two vertices in A ∪H lie within a

distance of 8 from each other. Now assume that b, v ∈ B1, and let a and u be the

partners of b and v in A1, respectively. Then d(b, v) ≤ d(b, a) + d(a, u) + d(u, v) ≤

9 + 8 + 9 = 26. Thus any two vertices in B1 are within a distance of 26 from each

other. Now let a ∈ A ∪ H and b ∈ B1, and let u be the partner of b in A1 ⊆ A.

Then d(a, b) ≤ d(a, u) + d(u, b) ≤ 8 + 9 < 26. Hence any two vertices in A∪H ∪B1

lie within a distance of 26 from each other.

Now let w ∈ A1 ∪B1. Since w is in A∪H ∪B1, all the c+ h+ c1− 1 vertices in

A∪H ∪B1 lie within a distance of 26 from w. It follows, as in Proposition 3.1, that

D(w) ≤ 26(c+ h+ c1 − 1) + κ(27 + 28 + · · ·+ d− 1)

+ d (n− c− c1 − h− κ(d− 27))

= d
(
n− c− c1 − h−

κ

2
d
)

+O(n).
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Thus, if {a, b} is a pair in A1 ∪B1, then

D′(a) +D′(b) ≤ deg a
(
d
(
n− c− c1 − h−

κ

2
d
)

+O(n)
)

+ deg b
(
d
(
n− c− c1 − h−

κ

2
d
)

+O(n)
)

= (deg a+ deg b)
(
d
(
n− c− c1 − h−

κ

2
d
)

+O(n)
)
.

By Fact 3.2, deg a+ deg b ≤ n− κd+O(1). Therefore,

D′(a) +D′(b) ≤ (n− κd+O(1))
(
d
(
n− c− c1 − h−

κ

2
d
)

+O(n)
)

= d (n− κd)
(
n− c− c1 − h−

κ

2
d
)

+O(n2),

and Claim 11 is proven.

Now consider pairs {a, b} of vertices in C which are not in A1 ∪B1.

Claim 12 Let {a, b} ∈ C. If d(a, b) ≥ 10, i.e., if {a, b} ∈ (A−A1)∪ (B−B1), then

D′(a) +D′(b) ≤ d(c+ h)
(
n− c− c1 − h−

κ

2
d
)

+ cd
(
n− κ

2
d− c

)
+O(n2).

Proof of Claim 12: We consider vertices from A− A1 and from B − B1 separately.

Let a ∈ A − A1. Then as in Claim 11, all the c + h − 1 vertices in A ∪ H lie at a

distance of 8 from a and all the c1 vertices in B1 lie within a distance of 9 + 8 = 17

from a. Thus, as in Proposition 3.1,

D(a) ≤ 8(c+ h− 1) + 17c1 + κ(18 + 19 + · · ·+ d− 1)

+ d (n− c− c1 − h− κ(d− 18))

= d
(
n− c− c1 − h−

κ

2
d
)

+O(n).

We now find a bound on the degree of a. By definition of C, a cannot be adjacent

to both w and u, where w ∈ A is a partner of u ∈ B, since d(w, u) ≥ 3. Hence a
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is adjacent to at most c− 1 vertices in A ∪B. Further, a is adjacent to at most 3κ

vertices in N and has at most h neighbours in H. Thus,

deg a ≤ c− 1 + 3κ+ h = c+ h+ 3κ− 1.

It follows that

D′(a) = deg aD(a)

≤ (c+ h+ 3κ− 1)
(
d
(
n− c− c1 − h−

κ

2
d
)

+O(n2)
)

= d(c+ h)
(
n− c− c1 − h−

κ

2
d
)

+O(n2). (3.3)

Now let b ∈ B −B1. By Proposition 3.1, we have

D(b) ≤ d
(
n− κ

2
d− deg b

)
+O(n),

and so

D′(b) ≤ deg b
(
d
(
n− κ

2
d− deg b

))
+O(n2). (3.4)

We first maximize deg b
(
d
(
n− κ

2
d− deg b

))
with respect to deg b. Let

f(x) := x
(
d
(
n− κ

2
d− x

))
,

where x = deg b. A simple differentiation shows that f is increasing for x ≤
1

2

(
n− κ

2
d
)

. We find an upper bound on x, i.e., on deg b. Note that as above,

b can be adjacent to at most c − 1 vertices in A ∪ B, and has at most 3κ neigh-

bours in N . We show that b cannot be adjacent to any vertex in H. Suppose to

the contrary that s ∈ H and d(b, s) = 1. Recall that a is the partner of b and

d(a, b) ≥ 10. By Claim 9, d(a, s) ≤ 8. Hence 10 ≤ d(a, b) ≤ d(b, s) + d(s, a) ≤ 1 + 8,

a contradiction. Thus, b cannot be adjacent to any vertex in H. We conclude that

deg b ≤ c− 1 + 3κ = c+ 3κ− 1.
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We look at two cases separately. First assume that deg b = c + j, where j ∈

{1, . . . , 3κ− 1}. Then

f(deg b) = f(c+ j)

= (c+ j)
(
d
(
n− κ

2
d− (c+ j)

))
= cd

(
n− κ

2
d− c

)
+O(n2). (3.5)

Second, assume that deg b ≤ c. From (3.2) and the fact that d ≥ 2, we have

c =
1

2
(n− κd− h) +

κ

2
≤ 1

2

(
n− κ

2
d
)
,

and so f is increasing in [1, c]. Therefore,

f(deg b) ≤ f(c) = cd
(
n− κ

2
d− c

)
,

for this case. Comparing this with (3.5), we get that

f(deg b) ≤ cd
(
n− κ

2
d− c

)
+O(n2).

Thus, from (3.4), we have

D′(b) ≤ cd
(
n− κ

2
d− c

)
+O(n2).

Combining this with (3.3), we get

D′(a) +D′(b) ≤ d(c+ h)
(
n− c− c1 − h−

κ

2
d
)

+ cd
(
n− κ

2
d− c

)
+O(n2),

and Claim 12 is proven.
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Using Claims 7, 10, 11, and 12 we have

D′(G) =
∑
u∈N

D′(u) +
∑
x∈H

D′(x) +
∑
{a,b}∈C

(D′(a) +D′(b))

≤ dh (n− κd− c)
(
n− c− c1 − h−

κ

2
d
)

+ c1

(
d (n− κd)

(
n− c− c1 − h−

κ

2
d
))

+ (c− c1)
(
d(c+ h)

(
n− c− c1 − h−

κ

2
d
)

+ cd
(
n− κ

2
d− c

))
+O(n3)

= dh (n− κd− c)
(
n− c− c1 − h−

κ

2
d
)

+ c1

(
d (n− κd)

(
n− c− c1 − h−

κ

2
d
))

+ d(c− c1)
(

(c+ h)
(
n− c− h− κ

2
d
)
− c1(c+ h) + c

(
n− κ

2
d− c

))
+O(n3).

For easy calculation in maximizing this term, we note that c− c1 ≥ 0, and that by

(3.2), n− c− h− κ

2
d ≥ 0.

Hence the last term in the previous inequalities

d(c− c1)
(

(c+ h)
(
n− c− h− κ

2
d
)
− c1(c+ h) + c

(
n− κ

2
d− c

))
is at most

d(c− c1)
(

(c+ h+ 1)
(
n− c− h− κ

2
d
)
− c1(c+ h) + c

(
n− κ

2
d− c

))
.

It follows that

D′(G) ≤ dh (n− κd− c)
(
n− c− c1 − h−

κ

2
d
)

+ c1

(
d (n− κd)

(
n− c− c1 − h−

κ

2
d
))

+ d(c− c1)
(

(c+ h+ 1)
(
n− c− h− κ

2
d
)
− c1(c+ h)

+ c
(
n− κ

2
d− c

))
+O(n3).
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Since κ is a fixed constant, the expression

dh (n− κd− c)
(
n− c− c1 − h−

κ

2
d
)

+ c1

(
d (n− κd)

(
n− c− c1 − h−

κ

2
d
))

+ d(c− c1)
(

(c+ h+ 1)
(
n− c− h− κ

2
d
)
− c1(c+ h)

+ c
(
n− κ

2
d− c

))
is at most

dh (n− κ(d− 1)− c)
(
n− c− c1 − h−

κ

2
d
)

+ c1

(
d (n− κ(d− 1))

(
n− c− c1 − h−

κ

2
d
))

+ d(c− c1)
(

(c+ h+ 1)
(
n− c− h− κ

2
d
)
− c1(c+ h)

+ c
(
n− κ

2
d− c

))
+O(n3);

hence,

D′(G) ≤ dh (n− κ(d− 1)− c)
(
n− c− c1 − h−

κ

2
d
)

+ c1

(
d (n− κ(d− 1))

(
n− c− c1 − h−

κ

2
d
))

+ d(c− c1)
(

(c+ h+ 1)
(
n− c− h− κ

2
d
)
− c1(c+ h)

+ c
(
n− κ

2
d− c

))
+O(n3).

Let g(n, d, c, c1) be the function

g(n, d, c, c1) := dh (n− κ(d− 1)− c)
(
n− c− c1 − h−

κ

2
d
)

+ d (n− κ(d− 1))
[
c1

(
n− c− c1 − h−

κ

2
d
)]

+ d(c− c1)
[
(c+ h+ 1)

(
n− c− h− κ

2
d
)
− c1(c+ h)

+ c
(
n− κ

2
d− c

)]
.
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We first maximize g subject to c1, keeping the other variables fixed.

Note that the derivative

dg

dc1
= −dh (n− κ(d− 1)) + dhc

+ d (n− κ(d− 1))
[
n− c− 2c1 − h−

κ

2
d
]

−d
[
(c+ h+ 1)

(
n− c− h− κ

2
d
)

+ c
(
n− κ

2
d− c

)
+ (c− 2c1)(c+ h)

]
.

From (3.2), h = n−κ(d−1)−2c. Using this, and the equation n−κ(d−1) = h+2c,

we get, after simplification,

dg

dc1
= −d(h+ c)2 − dc(h+ 2c1)− d

(
n− c− h− kd

2

)
.

Note that since d ≥ 2, we have

n− c− h− κd

2
= n− c− [n− κ(d− 1)− 2c]− κd

2
= c+ k

(
d

2
− 1

)
> 0,

and so the derivative dg
dc1

is negative. Therefore, g is decreasing in c1. Thus, in

conjunction with (3.2), we have

g(n, d, c, c1) ≤ g(n, d, c, 0)

= dh (n− κd− c)
(
n− c− h− κ

2
d
)

+ dc
(

(c+ h+ 1)
(
n− c− h− κ

2
d
)

+ c
(
n− κ

2
d− c

))
= d

(
(n− κd− c)2

(
c+

κ

2
d
)

+ c2
(
n− κ

2
d− c

))
+O(n3).

A simple differentiation with respect to c shows that the function

θ(c) := (n− κd− c)2
(
c+

κ

2
d
)

+ c2
(
n− κ

2
d− c

)
= (2κd− n)c2 + (n− κd)(n− 2κd)c+

1

2
κd(n− κd)2
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has a critical value c = 1
2

(n− κd) . Recall that h ≥ 2 and from (3.2),

c =
1

2
(n− κd− h) +

κ

2
≤ 1

2
(n− κd) +

κ

2
− 1 = c∗.

Hence we obtain the domain of c, 0 ≤ c ≤ c∗. Now we look at two cases.

Subcase A: 2κd−n < 0. Then the coefficient of c2 in θ is negative. If on one hand

κ = 1, then
1

2
(n− κd) is outside the domain of c. But the function θ is increasing

for c ≤ 1

2
(n− κd) and so

θ(c) ≤ θ

(
1

2
(n− κd)− 1

2

)
=

1

4
n (n− κd)2 +O(n2).

If on the other hand κ ≥ 2, then θ attains its maximum for c = 1
2

(n− κd) to give

θ(c) ≤ θ

(
1

2
(n− κd)

)
=
n

4
(n− κd)2 .

Hence, in both cases, θ(c) ≤ n

4
(n− κd)2 +O(n2) to give

g(n, d, c, c1) ≤
1

4
dn (n− κd)2 +O(n3),

and so

D′(G) ≤ g(n, d, c, c1) +O(n3)

≤ 1

4
dn(n− κd)2 +O(n3).

Subcase B: d ≥ n

2κ
. Then the coefficient of c2 in θ is non-negative. Thus, θ is

decreasing over the domain of c, so it is maximised at c = 0, and hence θ(c) ≤

θ(0) =
1

2
κd(n− κd)2. It follows that

D′(G) ≤ κ

2
d2 (n− κd)2 +O(n3),
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and the bound in Theorem 3.2 is proven.

To see that the bound is asymptotically sharp, when d <
n

2κ
, consider the graph

Gn,d,κ = G0 + G1 + · · · + Gd where G0 = Gd = K
d1

2
(n− κd)e

, and Gi = Kκ

for i = 1, 2, 3, · · · , d − 1. Then Gn,d,κ has diameter d, vertex-connectivity κ, and

degree distance at least 1
4
dn (n− κd)2. For d ≥ n

2κ
, consider the graph Gn,d,κ =

G0 +G1 + . . .+Gd where Gi = Kκ for i = 0, 1, 2, . . . , d− 1 and Gd = Kn−κd. 2

Finally, the result below gives a strengthening of the bound in [10] and also

settles completely a conjecture of Tomescu [57].

Corollary 3.3 Let G be a connected graph of order n and vertex-connectivity κ.

Then

D′(G) ≤ n4

27κ
+O(n3).

Moreover, this inequality is asymptotically sharp.

Proof: Let d be the diameter of G. By the theorem above,

D′(G) ≤


1
4
dn(n− κd)2 +O(n3) if d < n

2κ
,

1
2
κ[d(n− κd)]2 +O(n3) if d ≥ n

2κ
.

The term 1
4
dn (n− κd)2 is maximized, with respect to d, for d = n

3κ
, to give

1

4
dn (n− κd)2 ≤ n4

27κ
.

Hence D′(G) ≤ n4

27κ
+O(n3) when d <

n

2κ
. If d ≥ n

2κ
, then the term

κ

2
d2 (n− κd)2

is maximized, with respect to d, for d =
n

2κ
, to give

κ

2
d2 (n− κd)2 ≤ n4

32κ
<

n4

27κ
.
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Therefore, in both cases, D′(G) ≤ n4

27κ
+O(n3), as desired.

To see that the bound is asymptotically best possible, consider the graph Gn,d,κ

constructed above for the case d <
n

2κ
, with d =

n

3κ
. Note that

D′(Gn, n
3κ
,κ) >

n4

27κ
,

as claimed. 2
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Chapter 4

Degree distance and

edge-connectivity

4.1 Introduction

In Chapter 2 we showed that

D′(G) ≤ n4

9(δ + 1)
+O(n3), (4.1)

where δ is the minimum degree of G. Moreover, for a fixed δ, the inequality is

asymptotically sharp. In Chapter 3, we continued this study and improved the

upper bound (4.1) for graphs with fixed vertex-connectivity. Precisely, we proved

the asymptotically tight upper bound:

D′(G) ≤ n4

27κ
+O(n3), (4.2)

for a κ-connected graph G of order n. The two bounds, (4.1) and (4.2), solve

completely the problem of bounding degree distance in terms of order and two

classical connectivity measures, namely, minimum degree, and vertex-connectivity.

In this chapter, we are concerned with finding upper bounds on degree distance in

terms order and the third connectivity measure, edge-connectivity.
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For λ ≥ 8, the bound is a direct consequence of (4.1) while the cases λ ≤ 7 are

more complicated. Thus for λ ≥ 8, an application of the inequality, δ ≥ λ, to (4.1)

yields the following proposition.

Proposition 4.1 Let G be a λ-edge-connected graph, λ ≥ 8, of order n. Then

D′(G) ≤ n4

9(λ+ 1)
+O(n3).

Moreover, for a fixed λ, this inequality is asymptotically sharp.

The problem to get better upper bounds of the degree distance in terms of order

and edge-connectivity λ, where 2 ≤ λ ≤ 7, turns out to be harder and requires some

additional ideas apart from the standard method of treating degree distance that

was introduced in [10]. We will therefore consider this problem separately as the

subject of this chapter. Thus here we completely solve the problem of relating degree

distance to order and each of the three classical connectivity measures, namely,

minimum degree, vertex-connectivity and edge-connectivity.

4.2 Results

We first illustrate that the bound presented in Proposition 4.1 is, for a fixed λ,

asymptotically sharp. For positive integers n, λ and k with k ≡ 1 mod 3, con-

sider the graph Gn,k,λ = G1 + G2 + · · · + Gk, where G1 = Kd 1
2
(n− (k−2)(λ+1)

3
)e, Gk =

Kb 1
2
(n− (k−2)(λ+1)

3
)c, G2 = Kλ = Gk−1 and for 3 ≤ i ≤ k − 2,

Gi =


Kλ+1

3
if λ ≡ 2 mod 3,

Kλ
3

for i = 0, 2 mod 3 and Kλ
3
+1 for i = 1 mod 3 if λ ≡ 0 mod 3,

Kλ+2
3

for i = 0, 2 mod 3 and Kλ−1
3

for i = 1 mod 3 if λ ≡ 1 mod 3.
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Then D′(Gn,k,λ) =
n4

9(λ+ 1)
+ O(n3), when k = n

λ+1
+ O(1), confirming that the

bound presented in Proposition 4.1 is, for a fixed λ, asymptotically sharp.

The following discussion is useful in this chapter:

Discussion 1 Let G be a graph, V1, V2 ⊂ V (G) with V1∩V2 = ∅. Clearly, |E(V1, V2)| ≤

|V1||V2|. If E(V1, V2) is a disconnecting set of G, then |E(V1, V2)| ≥ λ(G) so that

|V1||V2| ≥ λ(G). Let v ∈ V (G). Then kiki+1 ≥ λ for all i = 1, 2, . . . , ecG(v)− 1.

The following lemma follows from ab ≤ (a+b
2

)2. In other words, the geometric

mean of two (positive) real numbers never exceeds their arithmetic mean.

Lemma 4.1 For positive integers a and b,

(a) ab ≥ 2 implies that a+ b ≥ 3.

(b) ab ≥ 3 implies that a+ b ≥ 4.

(c) ab ≥ 4 implies that a+ b ≥ 4.

(d) ab ≥ 5 implies that a+ b ≥ 5.

(e) ab ≥ 6 implies that a+ b ≥ 5.

(f) ab ≥ 7 implies that a+ b ≥ 6.

We now present a very simple, but important observation.

Fact 4.1 Let G be a 2-edge-connected graph of order n and diameter d. If v ∈ V (G),

then

d ≤ 2

3
(n− deg v) +

4

3
.
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Proof of Fact 4.1: Let v0 be a vertex of G of eccentricity d and let Ni = Ni(v0). Let

v ∈ V (G). Then v ∈ Ni for some i ∈ {0, 1, 2, . . . , d}. Thus, N(v) ⊂ Ni−1∪Ni∪Ni+1

and recall by Lemma 4.1 (a) that |Nj ∪Nj+1| ≥ 3 for all j = 1, 2, . . . , d− 1. Hence,

n ≥ |∪i−2j=0Nj|+ deg v + 1 + |∪dj=i+2Nj|

≥ deg v + 1 + 3

(
d− 2

2

)

≥ deg v +
3

2
d− 2.

Hence, d ≤ 2

3
(n− deg v) +

4

3
, as required. 2

We will need the following useful result.

Proposition 4.2 Let G be a 2-edge-connected graph of order n and diameter d. If

v ∈ V (G), then

D(v) ≤ d(n− 3

4
d− deg v) +O(n).

Proof: Let v ∈ V (G), denote the eccentricity of v by e. For all i = 1, 2, , . . . , e, let

Ni = Ni(v) and |Ni| = ki. Clearly, k1 = deg v. Since G is 2-edge-connected, then for

all i = 1, 2, . . . , e− 1, kiki+1 ≥ 2 and thus by Lemma 4.1 (a), ki + ki+1 ≥ 3. Hence,

D(v) = 1k1 + 2k2 + · · ·+ eke

≤



deg v + 2 · 1 + 3 · 2 + · · ·+ (e− 2) · 1 + (e− 1) · 2
+e(n− 3

2
e− deg v + 2) +O(n) if e is even,

deg v + 2 · 1 + 3 · 2 + · · ·+ (e− 2) · 2 + (e− 1) · 1
+e(n− 3

2
e− deg v + 5

2
) +O(n) if e is odd,

≤ e

(
n− 3

4
e− deg v

)
+O(n).
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Now consider f(x) := x(n− 3
4
x− deg v), where x = e. The function f is increasing

on

[
1,

2

3
(n− deg v)

]
. Using Fact 4.1 and 1 ≤ e ≤ d, we consider two cases. First if

d ≤ 2

3
(n−deg v), then D(v) ≤ f(d) +O(n) = d

(
n− 3

4
d− deg v

)
+O(n). Secondly,

if by Fact 4.1, d =
2

3
(n−deg v)+c, where 0 ≤ c ≤ 4

3
, then f ≤ f

(
2

3
(n− deg v)

)
=

f(d− c). But

f(d− c) = (d− c)
(
n− 3

4
(d− c)− deg v

)

= d

(
n− 3

4
d− deg v

)
+O(n).

Hence, in both cases D(v) ≤ d

(
n− 3

4
d− deg v

)
+O(n), as required. 2

The standard technique of dealing with bounding degree distance presented

in [10] does not account for the relationship between degree distance and edge-

connectivity. In the next theorem, we will refine the vertex partitions used in [10] to

adequately account for edge-connectivity. Once again, the diameter plays a crucial

role and provides us with the following intermediate result.

Theorem 4.2 Let G be a 2-edge-connected graph of order n and diameter d. Then

D′(G) ≤


1
4
dn(n− 3

2
d)2 +O(n3) if d < n

3
,

3
4
d2(n− 3

2
d)2 +O(n3) if d ≥ n

3
.

Moreover, this inequality is asymptotically sharp.

Proof: Let v0 be a vertex of G of eccentricity d and let Nj = Nj(v0). Recall that

|Nj∪Nj+1| ≥ 3 for all j = 0, 1, 2, . . . , d−1. For each set Bi ∈ {N0∪N1, N2∪N3, N4∪
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N5, . . .} choose any three elements ui1, ui2, ui3 ∈ Bi and denote the set {ui1, ui2, ui3}

by Ai, i = 1, 2, . . . , dd+1
2
e. Let N := ∪d

d+1
2
e

i=1 Ai.

Claim 13 Let N be as above. Then

∑
u∈N

D′(u) ≤ O(n3).

Proof of Claim 13: Partition N as N = U1 ∪ U2 ∪ · · · ∪ U9, where

U1 = {u11, u41, u71, . . .},

U2 = {u12, u42, u72, . . .},

U3 = {u13, u43, u73, . . .},

U4 = {u21, u51, u81, . . .},

U5 = {u22, u52, u82, . . .},

U6 = {u23, u53, u83, . . .},

U7 = {u31, u61, u91, . . .},

U8 = {u32, u62, u92, . . .},

U9 = {u33, u63, u93, . . .}.

Then, ∑
u∈N

D′(u) =
∑
u∈U1

D′(u) +
∑
u∈U2

D′(u) + . . .+
∑
u∈N9

D′(u).

For each x, y ∈ Ui, i = 1, 2, . . . , 9, since d(x, y) ≥ 5 we have N(x) ∩ N(y) = ∅. It

follows that
∑
x∈Ui

deg x ≤ n for i = 1, 2, . . . , 9. From Proposition 4.2,

D(x) ≤ d

(
n− 3

4
d− deg x

)
+O(n)

= O(n2).
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Thus,

∑
u∈N

D′(u) =
∑
u∈N

D(u)deg u

≤ O(n2)

(∑
u∈U1

deg u+
∑
u∈U2

deg u+ . . .+
∑
u∈U9

deg u

)

≤ O(n2)(9n)

= O(n3),

and Claim 13 is proven.

From here on-wards we partition the remaining vertices of G analogously to the

standard partitioning developed in [10]. Let C be a maximum set of disjoint pairs

of vertices from V − N which lie at a distance at least 3, i.e., if {a, b} ∈ C, then

d(a, b) ≥ 3. If {a, b} ∈ C we say a and b are partners. Finally, let K be the remaining

vertices of G, i.e., K = V − N − {x : x ∈ {a, b} ∈ C}. Let |K| = k, and |C| = c.

Then

n = 3

⌈
d+ 1

2

⌉
+ 2c+ k. (4.3)

Fact 4.2 Let {a, b} ∈ C. Then deg a+ deg b ≤ n− 3
2
d+O(1).

Proof of Fact 4.2: Note that, since d(a, b) ≥ 3, N [a] ∩ N [b] = ∅. Also, each of the

two vertices, a and b, can be adjacent to at most 9 vertices in N . Thus,

n ≥ deg a+ 1 + deg b+ 1 + |N | − 18

≥ deg a+ deg b+
3

2
d+

3

2
− 16

= deg a+ deg b+
3

2
d+O(1),

and rearranging the terms completes the proof of Fact 4.2.
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Now consider two cases.

Case 1: k ≤ 1. For x ∈ K, D(x) ≤ (n − 1)2, so D′(x) ≤ (n − 1)3. Thus∑
x∈K D

′(x) = O(n3).

Claim 14 If {a, b} ∈ C, then D′(a) +D′(b) ≤ 1
2
dn(n− 3

2
d) +O(n2).

Proof of Claim 14: By Proposition 4.2, D(a) ≤ d

(
n− 3

4
d− deg a

)
+O(n). Hence,

D′(a) ≤ deg a

(
d

(
n− 3

4
d− deg a

))
+O(n2).

Similarly, D′(b) ≤ deg b

(
d

(
n− 3

4
d− deg b

))
+O(n2). Thus,

D′(a) +D′(b) ≤ deg a

(
d

(
n− 3

4
d− deg a

))
+ deg b

(
d

(
n− 3

4
d− deg b

))
+O(n2)

= d

(
(deg a+ deg b)

(
n− 3

4
d

)
−
(
(deg a)2 + (deg b)2

))
+O(n2)

≤ d

(
(deg a+ deg b)

(
n− 3

4
d

)
− 1

2
(deg a+ deg b)2

)
+O(n2).

Let x = deg a + deg b and let f(x) := d
(
x
(
n− 3

4
d
)
− 1

2
x2
)
. Then by Fact 4.2,

x ≤ n− 3

2
d + O(1). A simple differentiation shows that f is increasing for all

x ≤ n− 3
4
d. Hence, f attains its maximum for x = n− 3

2
d+O(1). Thus,

D′(a) +D′(b) ≤ f

(
n− 3

2
d+O(1)

)

=
1

2
dn

(
n− 3

2
d)

)
+O(n2),

and Claim 14 is proven.
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From (4.3), we have c = 1
2

(
n− 3dd+1

2
e − k

)
. Hence since k ≤ 1, we have c =

1
2

(
n− 3

2
d
)

+O(1). This, in conjunction with Claim 14, yields

∑
{a,b}∈C

(D′(a) +D′(b)) ≤ c

(
1

2
dn

(
n− 3

2
d

)
+O(n2)

)

=

(
1

2

(
n− 3

2
d

)
+O(1)

)(
1

2
dn

(
n− 3

2
d

)
+O(n2)

)

=
1

4
dn

(
n− 3

2
d

)2

+O(n3).

Hence,

D′(G) =
∑
{a,b}∈C

(D′(a) +D′(b)) +
∑
x∈K

D′(x) +
∑
u∈N

D′(u)

≤ 1

4
dn

(
n− 3

2
d

)2

+O(n3) +O(n3) +O(n3)

=
1

4
dn

(
n− 3

2
d

)2

+O(n3),

which establishes the bound in the theorem for Case 1 and for d < n
3
. For d ≥ n

3
,

1

4
nd(n− 3

2
d)2 ≤ 3

4
d2(n− 3

2
d)2 +O(n3),

and so the theorem is proved for Case 1.

Case 2: k ≥ 2. Now the pairs of vertices in C will be partitioned further. Fix a

vertex z ∈ K. For each pair {a, b} ∈ C, choose a vertex closer to z; if d(a, z) = d(b, z)

arbitrarily choose one of the vertices. Let A be the set of all these vertices closer to

z, and B be the set of partners of these vertices in A, so |A| = |B| = c. Furthermore,

let A1(B1) be the set of vertices w ∈ A(B) whose partner is at a distance at most 9

from w. Let c1 = |A1| = |B1|.

Claim 15 For all u, v ∈ A ∪K, d(u, v) ≤ 8.
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Proof of Claim 15: Since C is a maximum set of pairs of vertices of distance at

least 3, any two vertices of K must be at a distance of at most 2. We show that

d(a, z) ≤ 4 for all a ∈ A. Suppose, to the contrary, that there exists a vertex

a ∈ A for which d(a, z) ≥ 5. Let b be the partner of a. By definition of A,

d(z, b) ≥ 5. Now consider another vertex z′ ∈ K, z 6= z′. Since d(z, z′) ≤ 2 we

have 5 ≤ d(b, z) ≤ d(b, z′) + d(z, z′) ≤ d(b, z′) + 2 which implies d(b, z′) ≥ 3. This

contradicts the maximality of C since {a, b} will be replaced by {a, z} and {b, z′}.

Hence d(a, z) ≤ 4, for each a ∈ A. Thus for u, v ∈ A, d(u, v) ≤ d(u, z) + d(z, v) ≤

8.

Claim 16 For all x ∈ K,

D′(x) ≤ d

(
n− 3

2
d− c

)(
n− c− c1 − k −

3

4
d

)
+O(n2).

Proof of Claim 16: By Claim 15, all c+ k vertices in A ∪K lie within a distance of

8 from each vertex x ∈ K. This implies that all the c1 vertices in B1 lie within a

distance of 9 + 8 from x. Thus, as in Proposition 4.2,

D(x) ≤



8(c+ k) + 17c1 + 18 + 2 · 19 + 20 + · · ·+ d− 1

+ d
(
n− c− c1 − k − 3

2
d
)

if d is odd,

8(c+ k) + 17c1 + 18 + 2 · 19 + 20 + · · ·+ 2(d− 1)

+ d
(
n− c− c1 − k − 3

2
d
)

if d is even,

= d

(
n− c− c1 − k −

3

4
d

)
+O(n2).

In order to find a bound on the degree of x we use a counting argument. Note

that x can have at most 9 neighbours in N . By definition of A and B, x cannot

be adjacent to two vertices, w and z, where w ∈ A is a partner of z ∈ B since
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d(w, z) ≥ 3. Thus, x is adjacent to at most c vertices in A ∪B. It follows that

n ≥ deg x+ |N | − 9 + |A ∪B| − c

= deg x+
3

2
d+

3

2
− 9 + c.

Hence deg x ≤ n− 3

2
d− c+

15

2
. Therefore,

D′(x) = deg xD(x)

≤ d

(
n− 3

2
d− c

)(
n− c− c1 − k −

3

4
d

)
+O(n2),

and this proves Claim 16.

We now turn to finding an upper bound on the contribution of the pairs in C to

the degree distance. We abuse notation and write {a, b} ∈ A1 ∪ B1 if a and b are

partners, i.e., {a, b} ∈ C, with a ∈ A1 and b ∈ B1. Note that

∑
{a,b}∈C

(D′(a)+D′(b)) =
∑

{a,b}∈A1∪B1

(D′(a)+D′(b))+
∑

{a,b}∈(A−A1)∪(B−B1)

(D′(a)+D′(b)).

We first consider the set A1 ∪B1.

Claim 17 Let {a, b} ∈ C. If d(a, b) ≤ 9, i.e., if {a, b} ∈ A1 ∪B1, then

D′(a) +D′(b) ≤ d

(
n− 3

2
d

)(
n− c− c1 − k −

3

4
d

)
+O(n2).

Proof of Claim 17: We first show that any two vertices in A ∪K ∪ B1 lie within a

distance of 26 from each other. By Claim 15, any two vertices in A ∪K lie within

a distance of 8 from each other. Now assume that b, v ∈ B1, and let a and u be the

partners of b and v in A1, respectively. Then d(b, v) ≤ d(b, a) + d(a, u) + d(u, v) ≤

9 + 8 + 9 = 26. Thus any two vertices in B1 are within a distance of 26 from each
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other. Now let a ∈ A ∪ K and b ∈ B1, and let u be the partner of b in A1 ⊆ A.

Then d(a, b) ≤ d(a, u) + d(u, b) ≤ 8 + 9 < 26. Hence any two vertices in A∪K ∪B1

lie within a distance of 26 from each other.

Now let w ∈ A1 ∪B1. Since w is in A∪ Y ∪B1, all the c+ k + c1 − 1 vertices in

A∪K ∪B1 lie within a distance of 26 from w. It follows, as in Proposition 4.2, that

D(w) ≤



26(c+ k + c1 − 1) + 27 + 2 · 28 + · · ·+ d− 1

+d

(
n− c− c1 − k −

3

2
d

)
if d is even,

26(c+ k + c1 − 1) + 27 + 2 · 28 + · · ·+ 2(d− 1)

+d

(
n− c− c1 − k −

3

2
d

)
if d is odd,

= d

(
n− c− c1 − k −

3

4
d

)
+O(n).

Thus, if {a, b} is a pair in A1 ∪B1, then

D′(a) +D′(b) ≤ deg a

(
d

(
n− c− c1 − k −

3

4
d

)
+O(n)

)

+ deg b

(
d

(
n− c− c1 − k −

3

4
d

)
+O(n)

)

= (deg a+ deg b)

(
d

(
n− c− c1 − k −

3

4
d

)
+O(n2)

)
.

By Fact 4.2, deg a+ deg b ≤ n− 3
2
d+O(1). Therefore,

D′(a) +D′(b) ≤
(
n− 3

2
d+O(1)

)(
d

(
n− c− c1 − k −

3

4
d

)
+O(n2)

)

= d

(
n− 3

2
d

)(
n− c− c1 − k −

3

4
d

)
+O(n2),

and Claim 17 is proven.

Now consider pairs {a, b} of vertices in C which are not in A1 ∪B1.
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Claim 18 Let {a, b} ∈ C. If d(a, b) ≥ 10, i.e., if {a, b} ∈ (A−A1)∪ (B−B1), then

D′(a) +D′(b) ≤ d(c+ k)

(
n− c− c1 − k −

3

4
d

)
+ cd

(
n− 3

4
d− c

)
+O(n2).

Proof of Claim 18: We consider vertices from A− A1 and from B − B1 separately.

Let a ∈ A − A1. Then as in Claim 17, all the c + k − 1 vertices in A ∪K lie at a

distance of 8 from a and all the c1 vertices in B1 lie within a distance of 9 + 8 = 17

from a. Thus, as in Proposition 4.2,

D(a) ≤



8(c+ k − 1) + 17c1 + 18 + 2 · 19 + 20 + 2 · 21 + · · ·+ d− 1

+d
(
n− c− c1 − k − 3

2
d
)

if d is odd,

8(c+ k − 1) + 17c1 + 18 + 2 · 19 + 20 + 2 · 21 + · · ·+ 2(d− 1)

+d
(
n− c− c1 − k − 3

2
d
)

if d is even,

= d

(
n− c− c1 − k −

3

4
d

)
+O(n).

We now find a bound on the degree of a. By definition of C, a cannot be adjacent

to both w and u, where w ∈ A is a partner of u ∈ B since d(w, u) ≥ 3. Hence a

is adjacent to at most c − 1 vertices in A ∪ B. Further, a is adjacent to at most 9

vertices in N and has at most k neighbours in K. Thus,

deg a ≤ c− 1 + 9 + k = c+ k + 8.

It follows that

D′(a) = deg aD(a)

≤ (c+ k + 8)

(
d

(
n− c− c1 − k −

3

4
d

)
+O(n)

)

= d(c+ k)

(
n− c− c1 − k −

3

4
d

)
+O(n2). (4.4)
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Now let b ∈ B −B1. By Proposition 4.2, we have

D(b) ≤ d

(
n− 3

4
d− deg b

)
+O(n),

and so

D′(b) ≤ deg b

(
d

(
n− 3

4
d− deg b

))
+O(n2). (4.5)

We first maximize deg b

(
d

(
n− 3

4
d− deg b

))
with respect to deg b. Let

f(x) := x

(
d

(
n− 3

4
d− x

))
,

where x = deg b. A simple differentiation shows that f is increasing for x ≤

1

2

(
n− 3

4
d

)
. We find an upper bound on x, i.e., on deg b. Note that as above,

b can be adjacent to at most c−1 vertices in A∪B, and has at most 9 neighbours in

N . We show that b cannot be adjacent to any vertex in K. Suppose to the contrary

that y ∈ K and d(b, y) = 1. Recall that a is the partner of b and d(a, b) ≥ 10. By

Claim 15, d(a, y) ≤ 8. Hence 10 ≤ d(a, b) ≤ d(b, y)+d(y, a) ≤ 1+8, a contradiction.

Thus, b cannot be adjacent to any vertex in K. We conclude that

deg b ≤ c− 1 + 9 = c+ 8.

We look at two cases separately. First assume that deg b = c+ 8. Then

f(deg b) = f(c+ 8)

= (c+ 8)

(
d

(
n− 3

4
d− (c+ 8)

))

= cd

(
n− 3

4
d− c

)
+O(n2). (4.6)

Second, assume that deg b ≤ c. From (4.3) and the fact that k ≥ 2, we have

c ≤ 1

2

(
n− 3

2
d− 3

2
− k
)

+O(1) ≤ 1

2

(
n− 3

2
d− 7

2

)
.
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Notice that

1

2

(
n− 3

2
d− 7

2

)
≤ 1

2

(
n− 3

2
d

)
,

and so f is increasing in [1, c]. Therefore,

f(deg b) ≤ f(c) = cd

(
n− 3

4
d− c

)
,

for this case. Comparing this with (4.6), we get that

f(deg b) ≤ cd

(
n− 3

4
d− c

)
+O(n2).

Thus, from (4.5), we have

D′(b) ≤ cd

(
n− 3

4
d− c

)
+O(n2).

Combining this with (4.4), we get

D′(a) +D′(b) ≤ d(c+ k)

(
n− c− c1 − k −

3

4
d

)
+ cd

(
n− 3

4
d− c

)
+O(n2),

and Claim 18 is proven.
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Using Claims 13, 16, 17, and 18 we have

D′(G) =
∑
u∈N

D′(u) +
∑
x∈K

D′(x) +
∑
{a,b}∈C

(D′(a) +D′(b))

≤ dk

(
n− 3

2
d− c

)(
n− c− c1 − k −

3

4
d

)

+ c1

(
d

(
n− 3

2
d

)(
n− c− c1 − k −

3

4
d

))

+ (c− c1)
(
d(c+ k)

(
n− c− c1 − k −

3

4
d

)
+ cd

(
n− 3

4
d− c

))
+O(n3)

= dk

(
n− 3

2
d− c

)(
n− c− c1 − k −

3

4
d

)

+ c1

(
d

(
n− 3

2
d

)(
n− c− c1 − k −

3

4
d

))

+ d(c− c1)
(

(c+ k)

(
n− c− k − 3

4
d

)
− c1(c+ k) + c

(
n− 3

4
d− c

))
+O(n3).

For easy calculation in maximizing this term, we note that c− c1 ≥ 0, and that by

(4.3), n− c− k − 3

4
d ≥ 0. Hence the last term in the previous inequalities

d(c− c1)
(

(c+ k)

(
n− c− k − 3

4
d

)
− c1(c+ k) + c

(
n− 3

4
d− c

))

is at most

d(c− c1)
(

(c+ k + 4)

(
n− c− k − 3

4
d

)
− c1(c+ k) + c

(
n− 3

4
d− c

))
.
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It follows that

D′(G) ≤ dk

(
n− 3

2
d− c

)(
n− c− c1 − k −

3

4
d

)

+ c1

(
d

(
n− 3

2
d

)(
n− c− c1 − k −

3

4
d

))

+ d(c− c1)
(

(c+ k + 4)

(
n− c− k − 3

4
d

)
− c1(c+ k)

+ c

(
n− 3

4
d− c

))
+O(n3).

Let g(n, d, c, c1) be the function

g(n, d, c, c1) := dk

(
n− 3

2
d− c

)(
n− c− c1 − k −

3

4
d

)

+ c1

(
d

(
n− 3

2
d

)(
n− c− c1 − k −

3

4
d

))

+ d(c− c1)
(

(c+ k + 4)

(
n− c− k − 3

4
d

)
− c1(c+ k)

+ c

(
n− 3

4
d− c

))
.

We first maximize g subject to c1, keeping the other variables fixed. We show that

the derivative of g with respect to c1 is negative. Note that the derivative is
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dg

dc1
= −dk

(
n− 3

2
d− c

)
+ d

(
n− 3

2
d

)(
n− c− c1 − k −

3

4
d

)

−c1d
(
n− 3

2
d

)

−d
[
(c+ k + 4)

(
n− c− k − 3

4
d

)
− c1(c+ k) + c

(
n− 3

4
d− c

)]
−d(c− c1)(c+ k)

= −dk
(
n− 3

2
d− c

)
− c1d

(
n− 3

2
d

)

−d
[
(c+ k + 4)

(
n− c− k − 3

4
d

)
+ c

(
n− 3

4
d− c

)]
+c1d(c+ k)− d(c− c1)(c+ k)

+d

(
n− 3

2
d

)(
n− c− c1 − k −

3

4
d

)

= −dk
(
n− 3

2
d− c

)
− c1d

[
n− 3

2
d− c− k

]

−d
[
(c+ k + 4)

(
n− c− k − 3

4
d

)
+ c

(
n− 3

4
d− c

)]
−d(c− c1)(c+ k)

+d

(
n− 3

2
d

)(
n− c− c1 − k −

3

4
d

)
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= −dk
(
n− 3

2
d− c

)
− c1d

[
n− 3

2
d− c− k

]

−d(c+ k + 4)

(
n− c− k − 3

4
d

)
− dc

(
n− 3

4
d− c

)

−d(c− c1)(c+ k)− c1d
(
n− 3

2
d

)

+d

(
n− 3

2
d

)(
n− c− k − 3

4
d

)

= −dk
(
n− 3

2
d− c

)
− c1d

[
n− 3

2
d− c− k

]

−dc
(
n− 3

4
d− c

)

−d(c− c1)(c+ k)− c1d
(
n− 3

2
d

)

+d

(
n− c− k − 3

4
d

)[
n− 3

2
d− c− k − 4

]

= −dk
(
n− 3

2
d− c

)
− c1d

[
n− 3

2
d− c− k

]

−dc
(
n− 3

4
d− c− k

)
− dck

−d(c− c1)(c+ k)− c1d
(
n− 3

2
d

)

+d

(
n− c− k − 3

4
d

)[
n− 3

2
d− c− k − 4

]
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= −dk
(
n− 3

2
d− c

)
− c1d

[
n− 3

2
d− c− k

]
−dck

−d(c− c1)(c+ k)− c1d
(
n− 3

2
d

)

+d

(
n− c− k − 3

4
d

)[
n− 3

2
d− 2c− k − 4

]
.

From (4.3), n− 3
2
d−2c−k ≤ 3. Thus, since n− c−k− 3

4
d ≥ 0, the last term above

is negative. From (4.3), n− 3
2
d− 2c− k ≥ 3

2
, and so it follows that the terms

n− 3

2
d− c, n− 3

2
d− c− k, and n− 3

2
d,

are all positive. Further, c− c1 ≥ 0.

It follows that the derivative

dg

dc1
= −dk

(
n− 3

2
d− c

)
− c1d

[
n− 3

2
d− c− k

]
−dck

−d(c− c1)(c+ k)− c1d
(
n− 3

2
d

)

+d

(
n− c− k − 3

4
d

)[
n− 3

2
d− 2c− k − 4

]

is negative. Therefore, g is decreasing in c1. Thus, in conjunction with (4.3), we
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have

g(n, d, c, c1) ≤ g(n, d, c, 0)

= dk

(
n− 3

2
d− c

)(
n− c− k − 3

4
d

)

+ dc

(
(c+ k + 4)

(
n− c− k − 3

4
d

)
+ c

(
n− 3

4
d− c

))

= d

((
n− 3

2
d− c

)2(
c+

3

4
d

)
+ c2

(
n− 3

4
d− c

))
+O(n3).

A simple differentiation with respect to c shows that the function

φ(c) : =

(
n− 3

2
d− c

)2(
c+

3

4
d

)
+ c2

(
n− 3

4
d− c

)

= (3d− n)c2 +

(
n− 3

2
d

)
(n− 3d)c+

3

4
d

(
n− 3

2

)2

,

has a critical point at c = 1
2

(
n− 3

2
d
)
. Recall that k ≥ 2 and from (4.3),

c =
1

2
(n− 3

2
d− k) +O(1) ≤ 1

2
(n− 3

2
d)− 3

2
= c∗.

Hence, we obtain the domain of c, 0 ≤ c ≤ c∗. Now we look at two cases.

subcase A: For d < n
3
, the function φ is increasing for c ≤ 1

2

(
n− 3

2
d
)

and so

φ ≤ φ

(
1

2

(
n− 3

2
d

)
− 3

2

)
=
n

4

(
n− 3

2
d

)2

+O(n2)

and so

D′(G) ≤ 1

4
dn(n− 3

2
d)2 +O(n3).

subcase B: If d ≥ n
3
, then φ is decreasing over the domain of c so it is maximised

at c = 0, and hence φ(c) ≤ φ(0) =
3

4
d

(
n− 3

2
d

)
. It follows that

D′(G) ≤ 3

4
d2
(
n− 3

2
d

)2

+O(n3),
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and Theorem 4.2 is proven.

To see that the bound is asymptotically sharp, when d < n
3

and for λ = 2,

consider the graph Gn,d,λ = G0 + G1 + · · · + Gd where G0 = Gd = Kd 1
2
(n− 3

2
d)e and

for i = 1, 2, 3, . . . , d− 1,

Gi =

{
K1 if i is odd,

K2 if i is even.

Then Gn,d,2 is 2-edge-connected and has diameter d and degree distance at least

1
4
dn
(
n− 3

2
d
)2
. For d ≥ n

3
, consider the graph Gn,d,2 = G0 + G1 + · · · + Gd where

Gd = Kd(n− 3
2
d)e and for i = 0, 1, 2, . . . , d− 1,

Gi =

{
K1 if i is even,

K2 if i is odd.

2

Corollary 4.3 Let G be a 2-edge-connected graph of order n. Then

D′(G) ≤ 2n4

81
+O(n3).

Moreover, this inequality is asymptotically sharp.

Proof: Let d be the diameter of G. By the theorem above,

D′(G) ≤


1
4
dn(n− 3

2
d)2 +O(n3) if d < n

3
,

3
4
d2(n− 3

2
d)2 +O(n3) if d ≥ n

3
.

The term 1
4
dn
(
n− 3

2
d
)2

is maximized, with respect to d, for d = 2n
9

, to give

1

4
dn

(
n− 3

2
d

)2

≤ 2n4

81
.
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Hence,

D′(G) ≤ 2n4

81
+O(n3).

The term 3
4
d2
(
n− 3

2
d
)2

is maximized, with respect to d, for d = n
3
, to give

3

4
d2
(
n− 3

2
d

)2

≤ n4

48
<

2n4

81
.

Therefore, in both cases

D′(G) =
2n4

81
+O(n3),

as desired.

To see that the bound is asymptotically best possible consider the graph Gn,d,λ

constructed above with d = 2n
9

. Note that

D′(Gn, 2n
9
,λ) =

2n4

81
+O(n3),

as claimed. 2

Using similar proofs as for Theorem 4.2 we obtain the following results.

Theorem 4.4 Let G be a 3-and 4-edge-connected graph of order n and diameter d.

Then

D′(G) ≤


1
4
dn(n− 2d)2 +O(n3) if d < n

4
,

d2(n− 2d)2 +O(n3) if d ≥ n
4
.

Moreover, this inequality is asymptotically sharp.

To see that the bound is asymptotically sharp, for d < n
4

and for λ = 3, 4

consider the graph Gn,d,λ = G0 + G1 + · · · + Gd where G0 = Gd = Kd 1
2
(n−2d)e and

Gi = K2 for i = 1, 2, . . . , d − 1. For d ≥ n
4
, and when λ = 3, consider the graph

Gn,d,3 = G0 +G1 + · · ·+Gd where Gd = Kd(n−2d)e, G0 = K1, G1 = K3 and Gi = K2
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for i = 2, 3, . . . , d − 1. For λ = 4 consider the graph Gn,d,4 = G0 + G1 + · · · + Gd

where Gd = Kd(n−2d−1)e, G0 = K1, G1 = K4 and Gi = K2 for i = 2, 3, . . . , d− 1.

Corollary 4.5 Let G be a 3-and 4-edge-connected graph of order n. Then

D′(G) ≤ n4

54
+O(n3).

Moreover, this inequality is asymptotically sharp.

To see that the bound is asymptotically best possible consider the graph Gn,d,λ

constructed above with d = n
6
. Note that

D′(Gn,n
6
,λ) =

n4

54
+O(n3),

as claimed. 2

Theorem 4.6 Let G be a 5-and 6-edge-connected graph of order n and diameter d.

Then

D′(G) ≤


1
4
dn(n− 5

2
d)2 +O(n3) if d < n

5
,

5
4
d2(n− 5

2
d)2 +O(n3) if d ≥ n

5
.

Moreover, this inequality is asymptotically sharp.

To see that the bound is asymptotically sharp, for d < n
5

and for λ = 5, 6

consider the graph Gn,d,λ = G0 + G1 + · · · + Gd where G0 = Gd = Kd 1
2
(n− 5

2
d)e and

for i = 1, 2, . . . , d− 1,

Gi =

{
K3 if i is odd,

K2 if i is even.

For d ≥ n
5

and for λ = 5 consider the graph Gn,d,5 = G0 + G1 + · · · + Gd where

Gd = Kd(n− 5
2
d)e, G0 = K1, G1 = K5 and for i = 2, 3, . . . , d− 1,

Gi =

{
K3 if i is odd,

K2 if i is even.
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For λ = 6 consider the graph Gn,d,6 = G0 +G1 + · · ·+Gd where Gd = Kd(n− 5
2
d−1)e,

G0 = K1, G1 = K6 and for i = 2, 3, . . . , d− 1,

Gi =

{
K3 if i is odd,

K2 if i is even.

Corollary 4.7 Let G be a 5-and 6-edge-connected graph of order n. Then

D′(G) ≤ 2n4

135
+O(n3).

Moreover, this inequality is asymptotically sharp.

To see that the bound is asymptotically best possible consider the graph Gn,d,λ

constructed above with d = 2n
15

. Note that

D′(Gn, 2n
15
,λ) =

2n4

135
+O(n3),

as claimed. 2

Theorem 4.8 Let G be a 7-edge-connected graph of order n and diameter d. Then

D′(G) ≤


1
4
dn(n− 3d)2 +O(n3) if d < n

6
,

3
2
d2(n− 3d)2 +O(n3) if d ≥ n

6
.

Moreover, this inequality is asymptotically sharp.

To see that the bound is asymptotically sharp, for d < n
6

and for λ = 7 consider

the graph Gn,d,λ = G0 + G1 + · · · + Gd where G0 = Gd = Kd 1
2
(n−3d)e and Gi = K3,

for i = 1, 2, . . . , d − 1. For d ≥ n
6

and for λ = 7 consider the graph Gn,d,7 =

G0 + G1 + · · · + Gd where Gd = Kd(n−3d−2)e, G0 = K1, G1 = K7 and Gi = K3, for

i = 2, 3, . . . , d− 1.
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Corollary 4.9 Let G be a 7-edge-connected graph of order n. Then

D′(G) ≤ n4

81
+O(n3).

Moreover, this inequality is asymptotically sharp.

To see that the bound is asymptotically best possible consider the graph Gn,d,λ

constructed above with d = n
9
. Note that

D′(Gn,n
9
,λ) =

n4

81
+O(n3),

as claimed. 2
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Chapter 5

Radius, diameter, size and

vertex-connectivity

5.1 Introduction

This chapter is a continuation of the work that was started in [46] where upper

bounds on the size of a graph in terms of order, diameter and minimum degree

were given. Here we find, using ideas developed in the previous chapters, an asymp-

totically tight upper bound on the size in terms of order, diameter and vertex-

connectivity. The bound, for fixed vertex-connectivity, is a strengthening of Ore’s

theorem [49], which we state below.

Theorem 5.1 Let G be a connected graph of order n, diameter d and size m. Then

m ≤ 1

2
(n− d− 1)(n− d+ 4) + d =

1

2
(n− d)2 +O(n).

5.2 Results

Let G be a finite connected graph of order n, size m and diameter d. From now

on-wards v0 ∈ V (G) is a fixed vertex of eccentricity d and for each i = 0, 1, 2, 3, . . . , d,

Ni := {x ∈ V (G)|dG(x, v0) = i}.
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The following result is a strengthening of Ore’s theorem if vertex-connectivity is

prescribed.

Theorem 5.2 Let G be a κ-connected graph of order n, diameter d and size m.

Then

m ≤ 1

2
(n− κd)2 +O(n)

and the bound, for fixed κ, is asymptotically tight.

Proof. Assume the notation for v0 and Ni given above. Note that since G is

κ-connected, we have |Ni| ≥ κ for all i = 1, 2, . . . , d − 1. For each Ni, i =

1, 2, . . . , d − 1, choose any κ vertices, ui1, ui2, . . . , uiκ. For each j = 1, 2, . . . , κ,

let Pj := {u1j, u2j, u3j, . . . , ud−1j} and denote ∪κj=1Pj by N = ∪κj=1Pj. Then,

|N | = κ(d− 1). (5.1)

Claim 19 Let N be as above. Then
∑
x∈N

deg x ≤ O(n).

Proof of Claim 19: First consider Pj. Partition Pj as follows:

Pj = U1 ∪ U2 ∪ U3, where

U1 = {u1j, u4j, u7j, . . .},

U2 = {u2j, u5j, u8j, . . .}, and

U3 = {u3j, u6j, u9j, . . .}.

Note that for any x, y ∈ Ui, i = 1, 2, 3, we have N [x]∩N [y] = ∅, where N [v] denotes

the closed neighbourhood of vertex v in G. It follows that

n ≥ |∪x∈UiN [x]| =
∑
x∈Ui

deg x+ |Ui|, for each i = 1, 2, 3.
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Therefore,

3n ≥
∑
x∈U1

deg x+
∑
x∈U2

deg x+
∑
x∈U3

deg x+ |U1|+ |U2|+ |U3|

=
∑
x∈Pj

deg x+ |Pj|.

Thus,
∑
x∈Pj

deg x ≤ 3n− |Pj|. We conclude that

∑
x∈N

deg x =
κ∑
j=1

∑
x∈Pj

deg x


≤

κ∑
j=1

(3n− |Pj|)

≤ 3nκ− |N |

= O(n),

and Claim 19 is proven.

Now let Q = V −N . Then from (5.1),

|Q| = n− κ(d− 1). (5.2)

Claim 20 Let x ∈ Q. Then deg x ≤ n− κd+O(1).

Proof of Claim 20: Let x ∈ Q. Then x can only be adjacent to vertices from at most

3 of the sets Ni, i = 1, 2, 3, . . . , d − 1. Hence x is adjacent to at most 3κ vertices

from N . It follows that

deg x ≤ |Q|+ 3κ

= n− κ(d− 1)− 1 + 3κ

= n− κd+ 4κ− 1,
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and Claim 20 is proven.

By Claim 20, and from (5.2), we have

∑
x∈Q

deg x ≤
∑
x∈Q

(n− κd+O(1))

≤ (n− κ(d− 1)) (n− κd+O(1))

= (n− κd)2 +O(n).

Combining this and Claim 19, we get

∑
x∈V

deg x =
∑
x∈N

deg x+
∑
x∈Q

deg x

≤ (n− κd)2 +O(n).

It follows, by the Handshaking Lemma, that

m =
1

2

∑
x∈V

deg x ≤ 1

2
(n− κd)2 +O(n),

and the bound in the theorem is proven.

To see that the bound is asymptotically sharp, consider the sequential join graph

Gn,d,κ = G0 +G1 + · · ·+Gd,

where Gi = Kκ for i = 0, 1, 2, 3, . . . , d− 1 and Gd = Kn−κd. 2

Using the counting technique employed in Theorem 5.2, we obtain the following

theorem which is an improvement of Vizing’s theorem [60] if vertex-connectivity is

prescribed.
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Theorem 5.3 Let G be a κ-connected graph of order n, radius r and size m. Then

m ≤ 1

2
(n− 2rκ)2 +O(n).

Moreover, this inequality is, for a fixed κ, asymptotically tight. 2
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Chapter 6

Radius, diameter and the leaf

number

6.1 Introduction

To date neither upper bounds on radius and diameter in terms of the leaf number

nor lower bounds on the leaf number in terms of radius and diameter have been

reported on. In this chapter, we contribute towards filling this gap. Further, using

a technique developed by Dankelmann and Entringer [9], we prove a lower bound

on the leaf number of a graph of given order and minimum degree.

We use the following terminology and notation. Let e = uv be an edge of G.

By subdividing the edge e we mean removing e from G and adding a new vertex w

together with edges uw and wv to G. A subdivided star is a graph obtained by the

following recursive rule: (i) the star graph, i.e., K1,n−1, is a subdivided star, and (ii)

a subdivided star with n+ 1 vertices can be obtained from some subdivided star H

with n vertices by subdividing one edge of H. Thus, in any subdivided star, there

is at most one vertex of degree at least 3. If H is a subgraph of a graph G, we

write H ≤ G. Let S be a subset of V (G). The distance between a vertex u and S

is defined as min
v∈S

dG(u, v) and is denoted by dG(u, S). The closed neighbourhood of
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a vertex u of G is the set {x ∈ V : dG(x, u) ≤ 1} and is denoted by NG[u]. The

closed neighbourhood, NG[S], of S is the set ∪u∈SNG[u]. The open neighbourhood,

NG(S), of S is the set of all vertices adjacent to some vertex of S. Where there is

no danger of confusion, we will drop the subscript G. A 2-packing of G is a subset

A ⊆ V (G) with dG(u, v) > 2 for all u, v ∈ A.

6.2 Results

Let G be a connected graph. Recall that the leaf number of G is denoted by L(G).

We begin by presenting a simple, but handy, lemma showing that any tree T ′,

T ′ ≤ G, is extendable into a spanning tree T of G such that L(T ) ≥ L(T ′). We

need some notation. Let H be a subgraph of G and v a vertex in H. Let Gv be

the connected component containing v in the graph obtained from G by removing

all vertices of H except v, i.e., V (H)− {v}. Denote by H • v the union of H and a

breast first search tree of Gv rooted at v.

Lemma 6.1 Let G be a connected graph and T ′ ≤ G a tree. Then there exists a

spanning tree T of G such that T ′ ≤ T and L(T ) ≥ L(T ′).

Proof: Let the vertex set of T ′ be {u1, u2, . . . , uk}. Construct trees T1, T2, . . . , Tk

by the following recursive formula: T1 = T ′ • u1, T2 = T1 • u2, and for i = 3, . . . , k,

Ti = Ti−1 • ui. Then T = Tk satisfies the required properties. 2

Theorem 6.2 Let G be a connected graph with leaf number L and minimum degree

δ > 2. Then the diameter of G satisfies

d ≤ 3(L− 2)

δ − 2
+ 2,

and this bound is tight.
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Proof. Let P : v0, v1, . . . , vd be a diametral path of G. Let q and l be the unique

integers satisfying d = 3q + l, 0 ≤ l < 3. We consider each of the three cases, as

determined by l, separately.

Case A: l = 0. Let S be the set S = {v3i+1 | i = 0, 1, . . . , q − 1}. Consider the

tree T ′ ≤ G with vertex set V (T ′) = ∪x∈SN [x] and edge set

E(T ′) = E(P ) ∪ {uv ∈ E(G) | u ∈ S and v ∈ N [u]}.

Clearly, since for all x, y ∈ S, N [x] ∩N [y] = ∅, we have

L(T ′) = degT ′(v1)− 1 +

q−1∑
i=1

[degT ′(v3i+1)− 2] + 1

≥ δ + (q − 1)(δ − 2)

=
d

3
(δ − 2) + 2.

By Lemma 6.1, let T be a spanning tree of G with L(T ) ≥ L(T ′). It follows that

L(G) ≥ L(T ) ≥ d
3
(δ − 2) + 2, and the theorem follows up on rearranging the terms.

Case B: l = 1. As above let S be the set S = {v3i+1 | i = 0, 1, . . . , q}. Consider

the tree T ′ ≤ G with vertex set V (T ′) = ∪x∈SN [x] and edge set

E(T ′) = E(P ) ∪ {uv ∈ E(G) | u ∈ S and v ∈ N [u]}.

Then

L(T ′) = degT ′(v1)− 1 +

q−1∑
i=1

[degT ′(v3i+1)− 2] + degT ′(v3q+1)− 1

≥ δ − 1 + (q − 1)(δ − 2) + δ − 1

=
d− 1

3
(δ − 2) + δ.

As above, d ≤ 3(L−2)
δ−2 + 1 < 3(L−2)

δ−2 + 2, as desired.
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Case C: l = 2, is treated similarly and the bound in the theorem is established.

To see that the bound is tight, let d > 1, d ≡ 2 (mod 3), and δ > 2 be two integers.

Let Gδ,d be the graph with vertex set V (Gδ,d) = V0 ∪ V1 ∪ · · · ∪ Vd, where

|Vi| =


1 if i ≡ 0 or 2 (mod 3),

δ if i = 1 or d− 1,

δ − 1 otherwise,

where uv, u ∈ Vi and v ∈ Vj, is an edge of Gδ,d if and only if |i − j| ≤ 1. Then

d(Gδ,d) =
3(L(Gδ,d)−2)

δ−2 + 2, and the theorem is proven. 2

We now turn to finding an upper bound on the radius. We use an observation

made by Erdös, Pach, Pollack and Tuza [24]. First we need a definition and some

notation.

Definition 1 Let G = (V,E) be a connected graph with minimum degree δ ≥ 3

and radius r ≥ 6. Let z be a fixed central vertex of G, and so r = ecG(z). For each

i = 0, 1, . . . , r, we define Ni = {v ∈ V | dG(v, z) = i}. Hence, V = N0∪N1∪· · ·∪Nr

is a partition of V . We denote by N≤j and N≥j the sets ∪0≤i≤jNi and ∪j≤i≤rNi,

respectively. Let T be a spanning tree of G that is distance-preserving from z; that

is, dT (v, z) = dG(v, z) for all vertices v ∈ V . For vertices u, v ∈ V , let T (u, v)

denote the (unique) u–v path in T . Let zr ∈ Nr. We say that a vertex y ∈ V is

related to the vertex zr if there exist vertices u, v ∈ V , where u ∈ V (T (z, zr)) ∩N≥5

and v ∈ V (T (z, y)) ∩N≥5 such that dG(u, v) ≤ 2.

We are now in a position to state the result due to Erdös et al.

Fact 6.1 (Erdös et al. [24]) Let G be a connected graph with minimum degree δ ≥ 3

and radius r ≥ 6 and let z be a central vertex of G. For each vertex zr ∈ Nr, there

exists a vertex in N≥r−5 which is not related to zr.
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Theorem 6.3 Let G be a connected graph of radius r ≥ 6, leaf number L, and

minimum degree δ ≥ 3. Then

r ≤ 3(L− 2)

2(δ − 2)
+

17

2
.

Moreover, apart from the value of an additive constant, the bound is tight.

Proof. Let z, zr and Ni, i = 0, 1, . . . , r be as above. By Fact 6.1, let yt ∈ Nt,

t ≥ r−5, be a vertex not related to zr. Let z5 be the unique vertex in V (T (z, zr))∩N5

and let T (z5, zr) = z5, z6, . . . , zr. Let y5 be the unique vertex in V (T (z, yt)) ∩ N5

and let T (y5, yt) = y5, y6, . . . , yt. Let q and l be the unique integers satisfying

r − 4 = 3q + l, 0 ≤ l < 3. Let S ′ be the set S ′ = {z3i−1 | i = 2, 3, . . . , q + 1}. Let

q′ and l′ be the unique integers satisfying t − 4 = 3q′ + l′, 0 ≤ l′ < 3. Let S ′′ be

the set S ′′ = {y3i−1 | i = 2, 3, . . . , q′ + 1}. Note that since yt and zr are not related

for x, y ∈ S ′ ∪ S ′′, x 6= y, we have N [x] ∩N [y] = ∅. Consider the tree T ′ ≤ G with

vertex set V (T ′) = ∪x∈S′∪S′′N [x] ∪ V (T (z5, y5)) and edge set

E(T (z5, zr))∪E(T (y5, yt))∪E(T (z5, y5))∪{uv ∈ E(G) | u ∈ S ′∪S ′′ and v ∈ N [u]}.

Then

L(T ′) ≥ δ − 1 + (q + q′ − 2)(δ − 2) + δ − 1

=
(r + t− 8− l − l′)

3
(δ − 2) + 2

≥ (r + t− 12)

3
(δ − 2) + 2

≥ (r + r − 5− 12)

3
(δ − 2) + 2

=
(2r − 17)

3
(δ − 2) + 2.

The bound in the theorem follows by an application of Lemma 6.1 and rearranging

terms. To see that the bound is, apart from the value of an additive constant, best
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possible, consider the graph Gδ,d constructed in Theorem 6.2. 2

To date no non-trivial lower bound on the radius in terms of other graph param-

eters has been reported on. In the next theorem, we present a lower bound on the

radius in terms of order and the leaf number.

Theorem 6.4 Let G be a connected graph of order n, radius r and leaf number L.

Then

r ≥ n− 1

L
.

Moreover, this bound is tight.

Proof. We first prove that for every tree T of order n, and radius r,

L(T ) ≥ n− 1

r
. (6.1)

Let us assume that there exists a tree T of order n, and radius r which is a coun-

terexample to (6.1), i.e.,

L(T ) <
n− 1

r
. (6.2)

Of such counterexamples to (6.1), choose T to have the smallest possible order, n.

Clearly, T is not the path. Let P : v0, v1, . . . , vd be a diametral path of T . Fix a

centre vertex u of T . Thus, u is necessarily on P . We first prove that u is the only

vertex in T of degree at least 3. This is shown by proving that for each end vertex

x a vertex of degree at least 3 closest to x is u.

Claim 21 Let x be an end vertex of T , x /∈ {v0, vd}. If x′ is a vertex of degree at

least 3 closest to x, then x′ = u.
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Proof of Claim 21: Suppose to the contrary that x′ 6= u and let T (x, x′) : x =

x1, x2, . . . , xk, x
′ be the path on T joining x and x′. Since u is on P and x /∈

{v0, vd}, u cannot be on T (x, x′), otherwise degTu ≥ 3 and dT (x, u) < dT (x, x′), a

contradiction. Let T ′ = T − {x1, x2, . . . , xk}. Since the degree of x′ in T is at least

3, L(T ′) = L(T ) − 1. Furthermore, T ′ has radius r and order n − k. Since u has

eccentricity r, we have

dT (u, x) = dT (u, x′) + dT (x′, x) = dT (u, x′) + k ≤ r.

It follows that k ≤ r − dT (u, x′) ≤ r − 1. By minimality of T , we have that

L(T ′) ≥ (n−k)−1
r

. Hence

L(T ) = L(T ′)+1 ≥ n− k − 1

r
+1 =

n+ r − k − 1

r
≥ n+ (k + 1)− k − 1

r
>
n− 1

r
;

a contradiction to (6.2), and the claim is proven.

A repeated application of Claim 21 to end vertices shows that u is the only

vertex of degree at least 3, and all other vertices have degree 2 or 1. This, in

conjunction with the fact that u has eccentricity r, each of the degT (u) components

say T1, T2, . . . , TdegT (u) of T − u is a path of order at most r and so L(T ) = degT (u).

We now have

n− 1 = |V (T1)|+ |V (T2)|+ · · ·+ |V (TdegT (u))| ≤ r · degT (u) = r · L(T ),

from which it follows that L(T ) ≥ n−1
r
, a contradiction to (6.2). This completes the

proof of the bound (6.1).

Now let G be a graph of order n and radius r. Let T be a radius-preserving

spanning tree of G. Then by definition of the leaf number, in conjunction with

(6.1),

L(G) ≥ L(T ) ≥ n− 1

r
,
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as desired.

To see that the bound is tight, let n and r be positive integers, with 1 ≤ r ≤ n
2
.

Let q and ε, 0 ≤ ε < r , be the unique integers such that n−1 = qr+ ε. Let Gn,r be

a subdivided star with a centre vertex u where q end vertices are at distance exactly

r from u, and one end vertex at distance ε from u, if ε 6= 0. Then L(Gn,r) = n−1
r

, if

ε = 0, and L(Gn,r) = n−1
r

+ 1− ε
r
, if ε 6= 0. 2

Theorem 6.3, in conjunction with Theorem 6.4, yields the following lower bound

on the leaf number in terms of order and minimum degree.

Corollary 6.5 Let G be a connected graph of order n and minimum degree δ ≥ 3.

If the radius of G is at least 6, then the leaf number L of G satisfies

L ≥
√

2

3
(δ − 2)(n− 1) +O(δ). 2

It is reported in [51] that Linial’s Conjecture fails for sufficiently large δ. We

now prove a new bound, whose flavour is that of Linial’s bound, on the leaf number

in terms of order and minimum degree. We point out here that for δ ≥ 8, the

new bound presented below improves on Griggs and Wu’s theorem, Theorem 6.2,

whereas for δ →∞ the result proves Theorem 6.3.

Theorem 6.6 Let G be a connected graph of order n and minimum degree δ. Then

the leaf number of G satisfies

L(G) ≥ δ − 2

2δ − 1
n+

2(δ + 1)

2δ − 1
.

Proof. We first find a maximal 2-packing A of G using the following procedure.

Choose a vertex v of G and let A = {v}. If there exists a vertex u of G with
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d(u,A) = 3, add u to A. Add vertices u with d(u,A) = 3 to A until each of the

vertices not in A is within distance two of A. Let T ′′ be the forest with vertex set

N [A] and whose edge set consists of all edges incident with a vertex of A.

Clearly, the number of end vertices s(T ′′) in T ′′ is s(T ′′) =
∑

x∈A degG(x). By

our construction of A, there exist |A| − 1 edges in G, each of them joining two

neighbours of distinct elements of A, whose addition to T ′′ yields a tree T ′ ≤ G.

Since each of the |A| − 1 edges added to T ′′ to get T ′ joins two end vertices of T ′′,

we have

s(T ′) ≥ s(T ′′)− 2(|A| − 1) =
∑
x∈A

degG(x)− 2|A|+ 2. (6.3)

Let B be the vertices of G not in T ′. By our construction, each vertex in B is within

distance one of N(A). Further V = A ∪ N(A) ∪ B is a partition of V . Therefore,

n = |A|+ |N(A)|+ |B| = |A|+
∑

x∈A degG(x)+ |B|. This, in conjunction with (6.3),

yields

L(T ′) = s(T ′) ≥
∑
x∈A

degG(x)− 2|A|+ 2

= n− 3|A| − |B|+ 2.

From n = |A|+
∑

x∈A degG(x)+|B|, we have (δ+1)|A| ≤ n−|B|, and so |A| ≤ n−|B|
δ+1

.

It follows that

L(T ′) ≥ n− 3
n− |B|
δ + 1

− |B|+ 2 =
δ − 2

δ + 1
n− δ − 2

δ + 1
|B|+ 2. (6.4)

We look at two cases separately.

If on one hand |B| ≤ δ−2
2δ−1n + 2(δ+1)

2δ−1 , then from (6.4), we have L(T ′) ≥ δ−2
2δ−1n +

2(δ+1)
2δ−1 , and the bound in the theorem follows by an application of Lemma 6.1.

If on the other hand |B| > δ−2
2δ−1n + 2(δ+1)

2δ−1 , then we extend the tree T ′ to a tree

T with a larger number of leaf vertices as follows. Note that each vertex x in B is
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adjacent to some vertex x′ in N(A). Let T be the spanning tree of G with edge set

E(T ′) ∪ {xx′ | x ∈ B}. Then

L(G) ≥ L(T ) = s(T ) ≥ |B| > δ − 2

2δ − 1
n+

2(δ + 1)

2δ − 1
,

and the theorem is proven. 2
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Conclusion

In this thesis we have completely solved the problem of determining upper bounds

on degree distance, in terms of order, and the three classical connectivity measures

minimum degree, vertex-connectivity and edge-connectivity.

We also gave an asymptotically sharp upper bound on the size of a graph G in

terms of order, diameter and vertex-connectivity. The result is a strengthening of

an old classical theorem of Ore [49] if vertex-connectivity is prescribed and constant.

In the last chapter of the thesis we gave tight upper bounds for the maximum

radius and diameter of a graph G in terms of minimum degree and the leaf number.

We also gave a tight lower bound on the radius in terms of order, and the leaf number.

Equivalently, the result provide lower bounds on the leaf number of a graph G in

terms of order and radius and, in terms of minimum degree and diameter. We

proved a lower bound on the leaf number which essentially solves a conjecture of

Linial reported in [17].
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